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tJ v o d e m 

Faktorová analýza je matematicko-statistická metoda. Je mo!no. j! pou!{t 

v nejrdznějUch vědních oborech. Avšak od počátku svého vývoje je tato meto­

da spjata s psychologii osobnosti. Toto sepětí je neobvykle úzké. Ve své pri­

.mitivní podobě byla faktorová analýza vytvořena psychologem Ch. Spearmanem 

a použita ke klasifikaci rozumových schopností. Její podstatné zdokonaleni 

v třicátých letech je opět dilem psychologa - L. L. Thuretona. Ačkoliv se .ji 

v současné době používá v rdzných oborech - v .medicině, biologii i meteorolo­

gii atd., přece jen je stále aplikováua hlavně v psychologii a předeviim 

v psychologli osobnosti~ A ti, kteří v nedávné době nejvíce přispěli a dosud 

přispívají k rozvoji faktorové analýzy (zejména L. R. Tucker a R.B. Cattell), 

se rovněž cítí psychology. 

Pro psychologii osobnosti má faktorová analýza zvláštní ddležitost1 je 

možno řici, ie zde přero~~la z matematicko-8tatistickf metodf v celou svér!_!­

nou metodol ogii , ve významný výzkumný a - podle některých vysoce ceněných 

autor~ - dokonce . v teoretický směr. Například G.uilfordova učebnice psycholo­

gie osobnosti (1959) je zcela založena na této metodě a výsledcích, kterých 

bylo s jejím .použitím dosa'ženo. Také Cattell a Eysenck bývají označováni za 

"faktorové teoretiky" osobnosti. 

Výpočetní procedury, pou!ívané ve faktorové analýze, jsou dnes - záslu­

hou samočinných počítačd - relativně jednoduchou záležitostí. Používání této 

roetody nezdstává proto omezeno - jako tomu bylo dříve - na 11zký okruh ~za­

svěcených", kteří jsou seznámeni se všemi jejími zvláštnostmi a úskalími. 

Tím většího významu nabývá ~~umění metodologickým základům fakt9rové ai1a­

lýzy, schopnost správně naplánovat výzkumný projekt, ve kterém se má fakto­

rové analýzy použťt, a schopnost přiměřeně interpr.~tovat vYsledky faktorové 

~m, ke kterým jsme došli sami nebo se kterými se setkáváme v pracích 

jiných autorů. Interpretace výsledlru faktorové analýzy je totiž tilDOhem nár~č­

nější, ne! je tomu u většiny matematicko-statistických metod. Zatímco napří­

klad výsledek srovnání dvou průměrů dovede interpretovat i ten, kdo ví 

o statistice velmi málo (například řekneme-li, že !eny jsou v pŇměru vý-

řečnější než muži) - výsledky faktorové analýzy není bez hrubého zkreslení 

možno vyjádřit obecně srozumitelnou řečí. 

· \ 
Posláním tohoto textu není být učebnici v tom smyslu, !e by jeho prostu-
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dování !tenáři umo!nilo samostatně pr.ovádět faktorovou analýzu. Počet psy­
chologů a odbornílru jiných oboro, kteří budou faktorové analýzy soustavně 
aktivně používat, z~stane v. dohledné době omezený; pdjde vesměs o pracovníky 

~ 

oehopné studovat zahranianí literaturu, Ye které je k dispozici řada výteč-
ných obsáh1ých uěebnic. . , 

Chceme přededim ěte~áři WAoinit, aby pronikl -do logiky faktorové ana-
lýzy a tím i d'O teorie vlaa .tnosti, které je na. ni zalo!ena, tak aby ·mohl 
a porozuměním čist .empirické studie i t eoretická úval:IT v psychologii oeob­
noati, případně v jiných oborech. Peych~log a dobrou v!eobecnou metodologie-,, 

, ,kou prdpravou by měl být ~o prostudo vá.ni těchto prolegomeri schopen yypraco- ' . ..-:-;. .. ,,. 
nt méně Dáročný projekt a _použitím faktorové analýzy, za pomoci me.tematic-
~bo _atatistik& jej ·realizovat a na přijatelné úrovni interpretovat jeho vý­
alecllÍ:y. 

Nůe prolegomena kladou malé nar.oky na předchozí matematickou prdpr.e.­
vu. Zcela postač-i znalost středofikolakě matematiky e. prostudováni kteréhoko-

' li úvodu d'o matematické statistiky. 

,, 

I 
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Kapitola I. P1\EDBMli ORIENTACE 

A) Kvantifikace v psychologii osoonosti -

1. Pojem kvantiti 
; 

Faktorová analýza pracuje s kvantitami. Pom~ie ~m zamyslet _se nejp~e 

nad tim, jak se v psychologii .- · a ve vědě v~bec - dospívá ke kvantitám á ji ­
kéh~ druhu tyto kvantity jsou. 

Kategorie kvutity je pro normálního dospělého iHověka v naší ltultlµ'e 

zdánlivě naprosto samozrejmá. Teprve studium kognitiv.niho vývoje děti, po­

dobně jako studium myšleni a jazy~ primitivních kultur, nám ukazuje, jak 
' dlouhá je cesta k této abstrakci. 

Nejenadn~ji chápeme kvantity, týkající se viditelnýeh objekt~, . napří­

klad kvantitu fyzikální velikosti a rychlosti pohybu (.jeden l\utomobil je vět­

ší a rychlejěi - nei druhý) •. 

V psychologii se někdy dostáváme ke kvantitám obtížněji. Je např:ílklád 

nesnadné kvantifikovat a miřit city , intenzitu různých proiítk~ apod. Ale 

ul v běžné řeči se setkáváme á
0

psyehologickou _kvantifikací . ~elmem~-li na­

přilclads "Jiří je cby-třejěí n~ž Ota", je ·v tomto · výroku q! obsaženo kvantita-- } 

tivni srovnáni. Předpokládáme. kvantitativní veHěi,nu „chytrost" ; kt&ra. je 
- t,-. -: ~ ... ·"•1/ftf,#}t/~'!'!r.'""-""'<' _. .. ,_ ... . •' ,. 

'~ - •JJ • . ~.,. :-":·· -' I"' • "t.:.• '\ ., 1 ( 

u 'Jiřího vět U než u Oty~ · · · .· · 

Všimněme si nyní předpokladu, který .jsme museli udělat, abychom mohli 

-říci, le Jiří je chytřejší než Ota. Museli jsmo předpokládat, že chytrost 
• I 

Jiřího a Oty je stejného druhu. :o je předpoklad kvalitativní identitl té 
. . 

:vl:aetnósti, J,ejii !!liru u různých lidí er'ovnáváme. Cítíme ov·šem, Ž!) Jiří j~ 

možná chytrý jiným zp6sobem 11ež Ota, že jého intelekt má jiné silné stránky 

a· j:ix:é~slabiny . Avš~ při 

od kvalit : t~ch rozdílů 
,,. 

; 
kvantitativním sro~návání jsme museli abstrahovat 

tohoto ·ar-uhu. 

Při a~ovnává~ i - iJZilcálni déiiey předmětů přijímáme' předpoklad kvalitati v­

ní :1:denti~y ·ta:k samozřejmě, .~e si to ani ~eú\ sd9m.~J~me~ Jde ostatně , o ni.žši 

a:bstra.k:ci, ,óp'iraJíeí se o přímé na; f eni. Nenapadne ně.s , že by délka j ednoho 
. . 1 

př'edmětl?, mohla mít jinou kvalitativní po~~hu než dél'ka drupého př~dmětu • 
• ,I . , 

Tentýž předpo~lad musíme však dodržovat i v psy.shologii, cheme-li matematic -

ko-s;tatisticky ~pero vat s vlastnosti "?bytrost" ne~'\,,,,._kteroukóli jinou -.,_ 
I. • 

vlastností o 
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Druhým předpokladem, který kvaDtifikace v psychologii osobnosti (i v ji­
ných oborech) vyžaduje, je Rředpoklad univerzálnosti vlastností. -Podle _ toho­
to předpokladu všichni jedinci v populaci, o které uvažujeme (všechDy české 

, 
děti, všechna velkoměsta, všichni psi atd.) mají každou zaváděnou vlastnost. 
Například všichni lidé jsou v určité míře chytří, někteří značně, někteří 
průměrně, někteří v nepatrné míře, případně v nulové míře •. U všech však musí 
bý~ - aspoň teoreticky - možno tuto vlastnost kvantitativně vyjádřit. 

?• Druhy stupnic 

V teorii měření, jež je základem .faktorové analýzy, se obyčejně rozezná­
vají tři druhy stupnic (škál), které se liší podle toho, jaké matematické 
operace umožňují. 

(a) Pořadové stupnice: O pořadové ·stupnici mluvíme tehdy, můžeme-li 
zjišťo.;at pouze pořadí předmětů či lidí vzhledem k určité vlastnosti. Tak 
jako jsme "seřadili" Jiřího a Otu podle chytrosti, můžeme seřadit libovolný 
počet jedinců, an,iž musíme vědět , jaké vzdálenosti mezi nimi jsou na myšle­
né stupnici chytrosti. Takovouto stupnici představuje například "žebříček" 
tenistů nebo šachistů určitého klubu . Zde je v povaze věci, že nemůžeme dost 
dobře určit , o kolik je první lepší _ než druhý nebo - obecněji - jaká je 
"vzdálenost" mezi kterýmikoli dvěma sportovci. Jindy můžeme sice takové roz­
díly vyjádřit v centimetrech ( při skoku vys okém) , ale není to mnoho platné, 
protože velikost těchto rozdílů neodpovídá rozdílům ve sportovní hodnotě vý-

' konů. Rozdíl mezi výkonem 160 cm a 170 cm je zřejmě jiný než rozdíl mezi 
210 a 220 cm! 

.D?..L.!~tervalové stupnice1 O intervalových stupnicích mluvíme, můžeme-li 

smysluplně_číselně vyjádřit rozdíly ' mezi jednotlivými hodnotami. V případě 
skoku vysokého můžeme tyto rozdíly zhruba . vyjádřit pomocí bodovacích tabulek, 
které byly k tomu účelu sestaveny a které umo~ňují srovnávat i hodnotnost 
výkonů v různých atletických disciplinách . Smysluplnou interval~vou stupnici 
je také stupnice t~ploměru: má totif. zpravidla smysl říci, že rozdíl mezi 
10 a 20 stupni . Celsia je stejný jako rozdíl mezi 80 a 90 stupni. 

Na intervalové stupnici je možno provádši sčitánl...!...~~Čitáni, jak vyplý­
vá. už z uvedeného příkladu s teploměrem. ·To · umožňu.~~ !ÝPOČet prUměru a roz­
ptyl u (zatimco ~r~měr na iebřičku šachistů~~ nesmyslný a číslo vyjadřující . 
průměrný výkon skokana do výšky je ms.lo užitečné). 

&Poměrové stupnice: Z.-;,,. poměrové označujeme takové stupnice, na kte­
rých má smysl objekty ~djen seřadit a stanovit velikosti rozdílů, nýbrž tak é 
vyjadřovat vztah~ mezi nimi číselnými poměry . Má například smysl říci, že dva 
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milimetry se mají ku pěti milimetrům jako čtyři milimetry k deseti milimet­

rům (nebo ~tyři kilometry k deseti kilometrilm). Je možno dělit a násobit, na­

příklad má smysl říci, ie jedna 10a uveze · třikrit tolik tun jako druhá. Se 

stupni na teploměru zřejmě nemá smysl podobné operace provádět. Není napři- / 

klad možno říci, že při dvaceti stupních je dvakrát tepleji než při deseti 

stupních. 

Poměrové stupnice mají vždy přirozenou nulu, tJ. je možný výskyt nulové 

hodnoty. Existence nulové hodnoty není však sama o sobě zárukou, že jde o po­

měrovou stupnici. 

Na poměrové stupnici jsou možné všechny operace, které jsou možné na 

stupnici intervalové a pořadové. _ Je možno říci, že poměrová stupnice tyto 

dvě stupnice implikuje , zahrnuje. 

3. Realizace měření v psychologii osobnosti 

Problémy faktorové analýzy nám budou bližší, probereme-li aspoň hlavní 

druhy z rozmanitosti konkrétních kvantifikačních operací, ktoré se vyskytu-

jí v psychologii osobnosti . 

1a) Měření času: Cas může~e měřit při zjišťováni -schopností (čím rych­

lejší intelektuální nebo motorický výkon, tím vyšší schopnost) nebo přivý­

zkumu motivace (doba rozhodování je tím delší, čím . silnější je konflikt) 

apod. 

(b) Měřeni velikosti reakce: Kůžeme měřit velikost motorické nebó vege­

tativní reakce při _ podnětu budícím ~eknuti (silné bouchnutí) nebo rozpaky 

(indiskrétní dotaz při streso~ěm rozhovoru) apod. 

(e) Počítáni prvků (u některých_výkond) s Mdžeme zjišíovat počet slov 

začínajících určitým písmenem, která proband řekn~ ia určitý čas, počet před­

mětů , které _si zapamatoval v Kimově hř~ apod . 

(d) · Frekvence v-jskytu určitého jevu: tepová frekvence, frekvence urči­

tého neurotického tiku, fre~ence slova 11J'H ·v řeči apod. 

(e) Bodový systém: Tato kvantifikační opera ca ·je v psychologii osobno­

sti velmi běžná. Proba.nd je vystaven řadě podnětů (testových úloh , zájmových 

otázek apod.) ·, přičemž se zjišiuje počet správných odpovědí (v testech schop­

nosti), počet odpovědí symptomatických pro určitou povahovou vlastnost (např . 

submisívnost) apod . V přísném smyslu je ovšem kvantifikační operaci už to , 

že za správné vyfešeni určitého úkol~ udělíme bod, protože tím jsme se dosta­

li od jevu (sp rá vné řešení) k j eho číselnému ohodnocen i . 

- 9 -
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Všechny uvedené operace vedou ke kvantitám, ktéré je možno seřadit po-• dle velikosti (vlastnost Eořadové stupnice). Srovnatelnost intervalu (vle.st-
~ost intervalové škály) je ovšem sporná. Jestliže například tři osoby dosáh­
ly v určitém testu 29, 25 a 21 bod~, nevyplývá z toho, že rozdíl mezi první 
a druhou je stejný jako rozdíl mezi druhou a třetí. Tím méně ovšem má,smysl 
řicf, !e jestli!e někdo nedosáhl v určitém testu ani jednoho bodu, má dotyč­
nou schopnost v nulové .míře ve smyslu přirozené nuly poměrových stupnic. 

4. Standardní skóre 

K-,antity získané uvedenými nebo jinými operacemi převádíme obyčejni na 
takzvaná standardní skóre. Tento převod má dvoji smysli 

(a) Konstrukce pseudointervalové stupnices Ve faktorové analýze, ~odob­
ně jako v psychometrii, činíme zpravidla následující předpoklad, ~Kdybychom 
~ohli měřit rozdíly mezi jednotlivci na intervalové škále, obdrželi bychom 
normální rozloženi individuálních skóre" (Hagnueson). Tento předpoklad vy­
chizi ze zkušenost±-, !e mnohé fyzikálně měřitelné vlastnosti přediiětd 

, 
a lid~ (např. tilesná výška) nji přibližně normální (Gaussovo) rozloženi. 
Také psychofyzika v některých případech potvrdila, le psychologické veliěiny 
bývají normálně rozlo!eny. Jestli!e tedy transformujeme získaná Skóre tak, , 
abychom obdrželi nórmální rozlo!eni (používá se k tomu lcCallovy ploěné 
transformace), můleme a určitou pravděpodobností předpo~ládat, lese přiblí­
žíme intervalové stupnici. Kdyby byly naše stupnice silně odlišné od interva­
lových, vedlo by použiti faktorové analýzy k nepřesným, ne-li dokonce ne­
alll,Yslným výsledlrom. (Toto nebezpeěi mdleme ovšem jen · zřídka zcela. vylouěit, 
zvláště u n~vhodně konstruovaných te~td .• ) 

(b) Hulový p~ěr a jednotková variance, Každou proměnnou veliě:L':~ md­
leme snadno př~vést na at~ndardni skóre s nulovým prdměrem ·a jednotkovou va­

. rianci, odeěteme-li od každé individusl~í hodnoty prdměr ·a dělíme-li ~sledek 
směrodatnou od~h.ylkou daného rozloženi •. To je standar~i skóre v u!šim slova 
am,yslu; v širi:t. slova smyslu se za standardní skóre považuji steny, etani-

' ' ny, IQ-formát a další stupnice, a nimiž se pracuje v psyehometrii. Tato 
transformace nemění ·ani tvar rozloženi, ani pořadí jednotlivc-d, ani korala- · 
ca mezi proměnnými a ověem ani výsledky faktorové analýzi. Proto!e odv·ozová-

· nt mnoha Yztahd &,vzore~ se podatat~ě zjednoduší předpokladem nulového prd­
miru a jednotkové variance, zavedeme tento pfedpoklad pro celý dalši text. 

Cviěeni 

1. Které předpoklady ěinime při kvantifikaci v psychologii osobno~ti a jak;t 
je me~i nimi vztah? ' 

- 10 -
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2. ·M~~emJ sčítat jablka a hrušky? 

). Kter~ matematické operace umo!Ďuje pořadová stupnice, intervalová stupni­

ce a poměrová stupnice? 

4o Naj~ěte několik přikladd výrazně pořadových stupnici 
3 . 

5. Je objem tělesa v m vjádřen na poměrové stupnici? 

60 Najděte dalii příklady na jednotli~é druhy konkrétmíeh kvantitika~nioh . 
. . ' 

operaci v psychologii i =i•o nii 
1 

. 7. Pro~ nazýváme psychometrické stupnice "pseudointervalové"? 

a. Co je .standard.Di skóre v uHím s11:11elu e. v širiím smyslu? , 
I 
. \ 

B) Korelace 

Základním stavebním kamenem faktorové analýzy je korela!ni vztah. ate­

nář se •bezpoch3'by s pojmem korelace setkal, zná -jeho ,rýs~am a snad i dovede 

vypočítat některé z korelaěnich koeficient~~ Přesto dak bude. aai namístě, 
za!neme-li "od Adama". I 

l. · Pojem korelace 
\ 

Korelací rozumille ma.temati~ko-atatistický vztah mezl dvěma proměnnými 
(veliěinami), který bychom. mohli nazvat "soubH ·no'st kvantitativní proměDli-

I 

_Uvea.ie příklad. V jedné škotni tf~di jsme prov:dli desetiminutový test 

zjiiluj'ící pohotovou chápavost pro sloni pokyn.J {-test '°Instrukce") a didak­

tick.f t~st s ěeštiny. Tak jsme ziakali od ka!dého 1,1ca dva údaje• poěet 
' spr-ávných řešeni v testu "Instrukce" -a po!et správných .:odpovidi v didaktickém 

testu. tldaje jsou zachyceny v tabulce 1, str~ 12 • . 
- I 

' · Proměnd veliěiny., o jejich! vztah nám jde, jue nazvali '·."Inatrukce" 
. ' 

a- 0 eeština". O kor,laci :mez.i ,nimi je ovšem molno mluvit je:n tehd,Y, patři-1:f 
dvojice nodnot něJaký;m zpdsobem· k sobě. V našem připádě toau tak je. Pl-ialui- \ 

I • ' I • 
. I 

né hod?l~ty k sobi ?,1tři pr.o~o, ie pocházejí od ·tého! jedince. Jde,~ interin-

dividuálni 'próminné, to ' znamená, le jejich hodnoty: ae aěni_ od je~otlivce 
' , I . 

k jedhotlh'ci. Ptáme se, do '·jak' míey -jsou tyto dvě veliěiny •• své .proměn-, 
_livoati 1spjat1, do jaké m~r;y a~ sp~leěně, paralelně mění (kolísají, vari1Jí) 

- \.. . I I ., ,, 

\ 

bd indi!idua k individuu.o (Existuji t,.ité intraindividwl,).ni proměn~é a i,ntra-

indtv°iduálni kore1ace, ~ například mni tilel:5~ zdrav~ -it. duševní pohodou, 

u tihož člověics, v rq:njch ·,~aaových úaeefoho) ' 
I - • • : 

I, 

;, \ 
,_ 
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Tabulka _1. Výsledky 20 láků v psychologickém a didaktickém testu 

Zák "Inst rukce" "0eština" 
------------------------------------------------------------------~-----

J.K. 15 32 
0.H. 10 19 
v.a. 4 27 
B.N. 20 27 
Z.L. 15 23 
A.C. 10 Z7 
E.K. 22 31 
ll.B. 7 17 
C.L. 18 37 .. 
T.U. 11 ' . 22 
R.š. 14 19 
F.T. 9 33 
v.s. o 15 
E.P. 17 29 
Z.J. 5 21 
G.D. 18 24 
A.B. 14 34 
L.11. 

,, 
1 29 

E.O. 11 22 
Y.Z. 8 24 

Tabulku 1. můžeme převést do formy grafu tak, že zvolíme pro proměnnou 
"Instrukce" vodor ovnou osu a pro proměnnou "Ceština" svislou osu. Každá !ák: 
je v tomto grafu reprezentován bodem, jehož souřadnice odpovídají výkondm 
v použitých testech. Například žák J.K. je reprezentován bodem, jehož sou­
řadnice jsou 15 a 32 a který je na obr. 1, str. 13, ·zakroužkován. 

Z grafického znázornění vidíme na první pohled to, čeho jsme si v ta­
bulce snad ani nevšimli, totiž že mezi "Inatrukcerai" a °Ceštinou" je výraz­
ný vztaht čim lepší výsledek v jednom testu, \ím také - i když s výjimkami -
lepší výsledek ·v druhém testu . 

Korelace mezi "Instrukcemi" a "Ceštinou" je právě tento vztah, který 
je v tabulce vyjádřen stejně přesně, i když méně nizorně než v grafu. 

- 12 
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2.3 • 
2.2. •• 
21 • 

20 . 

1'1 ..... • • 
18 , 
11 • 
16 

1$ e 

O 1 2 ) 4- 5' i 1 t 'I 10 -11 12. 1, 1• 15' 16 ť1- 11 1q 2IJ 21 J.2. 

Obr. 1. Grafická znázornění korelačního vztahu (Tis tab.l.) 

2. Korelační koeficienty 

Uvedenou korelaci můžeme považovat za "dosti těsný vztah". To je oviem 

příliš neurčitě řečeno. Potřebujeme index, který by umo!nil těsnost tohoto 

vztahu stručně číselně vyjádřit. Takových indexů byla navržena celá řada. 

- 13 -
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NazýYá.me je korelační koeficienty. Pro faktorovou analýzu má nejv~tší význam . . Pearson~v korelační koeficient, který se vypočítá podle vzorce 
D 

r „ 
-~ {xi - i) {y i - y) 
i=l 

N s a 
X y 

• I, (1) , 

kde x
1 a 11 ~ je vidy d'V'.ojice hodnot patřících k sobě, i a y js~~ _ pniměey 

těchto proměnných, ax a s
1 

př~slušné směrodatné odchylky a I poěet osob. 
Korelace mezi "Instrukcemi" a "Ceětinou" je při pouliti Pearsonova ko­

relačního koeficientu vyjádřena ~íslem · 0,505 • 

•• • • 
• e 

• 

., 
• .•. ' • 

• 
• • 

• • 

• • 

• • • 

.. 
1 

o 
• • • • 

o 

• • 
• 

• 

• o 

• 
•• • • • 

• o • I • • o 

• • o • • • • • • • • 
• • • 

\ 

l' 

\,' 

',I.- ;. " 

, 
Obr o 2. KorelacSni gre.ty zn~zorňujici případ absolutní shody · (ral), nezávis ­loati (_r-0)- a absolutní protikladnosti (rm -1} ·. 
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Podivej111e se ještě na tťi korelaěni grafy (obr. 2). Na prndm z nich 
~ 

je vyjádřen vztah absolutní korelačni shody ·mezi proměnnými (body le!i na 

přímce a atm vyšěi je hodnota jedné proměnné, tÍII vyšší je i h9dnota druhé 

proměnné a naopak), dále vztah nezávislosti (body jsou rozsety náhodně) 

a vztah absolutni protikladDoati (body le!í opět na pfímce, avšak ěim , vyiií 

je hodnota prvni proměnné, tím ni!ii je hodnota druhé proměnn~ a,naopak}. 

Pearaon~v korelační koeficient vyjadřuje absolutní shodu číslem +l, absolut­

ní protikladnost ěialem ~la vztah nezávislosti nulou. Po~buje se tedy v roz­

mezich od -1 do +l. 

Vralae se nyní ke norci ( 1). Je .-li - podle předpokládu, který 'jsme uěi­

nili v předchozí kapitole - průměr obou proměnných roven nule a směrodatná 

odchylka je v obou případech rovna jedné„ vzorec se podstatně zjednoduší: 

- D 

r "' _L I xi 71 {2). 

N i•l . 

Vidime te!, !e Pearaondv korelační ko~ficieni je prwněr součind _ vznik­

lých násobením v příslušných dvojicích. Protó mluvíme někdy o "součinové ko­

relaci" (některé korelační koeficienty .tuto vlastnost nemají). 

Korelační vztahy, znázorněné na uvedených grafech, nazývám& lineární. 

Tento termin je mo!no vysvětli~ tak, !e body gratd jsou vidy seskupeny ·na ­

.přímce nebo tak, že · je mo!_no jejich seskupením · přibli!ně prololit pfíaku. 

Jsou-li tyto bo4Y seskupeny kolem křivky, jak je to výrazně znázorněno na 

obr. 3., jde o nelineární korelaci, kterou nelze adekvátně '7jádřit. Pearso­

novým korelačním koeficientem. Nelineárni korelace nelze faktorovat. Jalto 

příklad ne_lineár~í korelace j_sme na obr. 3. zvolili vztah mezi extraverzí 

a oblíbenosti v kolektivu. Introvertní lidé jsou obyčejně málo ob~{b&td;. 

ale e~rémní extraverti, 

kteří jsou silně impul­

zivní a přehnaně spole­

ěenští,jsou také málo 

oblíbeni. 

Zamysleme se nyní 

nad cestou abstrakce, 

kterou jsme postupovali 

a nad tím, jak daleko 

jsme na rl dospěli. 

• 
• .. 
• 

• 

• 
• 

• • 
• 

o 

Obr. 3. Grafické znázo.rněn! křivkové korelace. 

- 15 -

• 
• 

• • 
• • 

• 
• • 

• 
• • • 

• • • • 
• • 
• 
• • ' 

• 
• 

• 

• 



První abstrakci byl výběr vlastnosti, o které se zajimáme ' a výb~r testů 
' . k jejich měřeni. Zvolili jsme- dva. testy e. o všechno osta.tni jsme se přestali 

zajímat . ·Druhou abstrakci byl~ kvantifikace výkon~, číselné vyjádřeni výsled­
k4-v obou testec _h. Třetí.abstrakcí je, že se přesté.~á.me starat o jednotlivce 
a zkoumá.me· pouze vzájemnou závislost proměnných, tak jalc je zachycena v ta­
bulce nebo v grafu. Otvrtou ~bstrakcí je, že tento vztah vyjádříme jediným 
číslem, tj. Pearsonovým korelačním koeficientem. Ve faktorové analýze nás če­
kají da.lší kroky na této cestě, kdy budeme muset abstrahovat i od jednotli­
vých korelačních koeficientů. 

3. Interpretace korelací 

1) Proč dvě proměnné mezi sebou koreluji? 

Příčiny korelace mohou být v podstatě trojího druhus 

(a) Existuje kauzální faktor, který působí na obě proměn!!! a ovlivňuje 
je buato ve stejném směru, nebo každou jiným směrem. Příkladem m&!e být _ kore­
lace mezi známkami ve dvou předmětech, kde společným kauzálním faktorem je 
píle (nebo inteligence, nebo sympatie učitele; který v ob~u předmětech učí). 
Oím větší pile, tím také - i když s četnými výjimkami - lepši známky. 

--1ELJ~na proměnná je příčinou druhé a její ·kolísání tedy vede (někdy se 
zpožděním) ke kolísání druhé proměnné. Například korelace mezi teplotou vzdu­
chu a počtem návštěvníků plovárny je důsledkem zřejmého kauzálního vztahu. 
V některých případech je kauzální působení vzájemné (tempo zbrojeni ve dvou 
inepřátelených státech). 

íc) To~~o dv8 proměnné r!prezentuJi, je částečně totožné (dochází ke 
vzájemnému "překrýváni" či "prOnik:u"; v lcrajnún případě je jedna proměnná 
části druhé). Například dva psychologické testy spolu mohou korelovat proto, 

. . 
že obsahují stejné (n~bo velmi podobné) úkoly . Někdy se počítá korelace mezi 
subtestem a celým testem. 

V peychologii jsme často v situaci, kdy . příčinu korelace neznáme nebo 
ji jen tušíme (například korelace mezi stavbou těla a temperamentem). To, !e 
vztah dvou proměnných vyjádříme korel,čnim koeficientem, je nezřídka vlastni 
přiznáním nevědomosti o podstatném kauzálním vztahu mezi nimi. Faktorová ana­
lýza však často umožní - na základě rozboru velkého množství korelací - do-/ 

spět k poznáni podstatných vztah6. 

1) Přes~ě bychom se museli ptát , proč koreluji nenulově, nebo~ nějak korelují 
·vždycky •. To bychom však byli považováni ~a přílišné pedanty . 
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1. Vypočítejte sami Pearsondv korelační koeficient z tab . 1. 

2. Vyberte namátkou 20 knih ze své kpihovny. Změřte · jejich výšku, · šířku 

·a tloušllru, zapište tyto údaje do tab ulky . Načrtněte všechny tři korelač-
. . 

ní grafy. Najděte sami další proměnné ze své denní praxe, mezi který~i má 

smysl zjišiovat korelace. 

3. • Napište zpaměti vzorec Pearsonova korelačního koefi~ientu pro ·případ pro­

měnných a nulovými prwněry a jednotkovými variancemi . 

4. · Jednu z vlastností , které chceme navzájem korelovat, mají všichni jédin~i 

n~eho souboru ve stejné míře. Jaká _bude k~relace? Načrtněte korelační 

graf. 

5. Hajděte další příklady na v zájemné ovlivň·ování proměnných, jež mezi sebou 

korelují! 

~. Kdybychom korelovali výsledek ~s etu schopností (součet bod~) s prospěéhem 

vyjádřeným jako součet známek, jakou _korelaci bychom patrně_ dost ~li? 

7. Odhadněte Nelikost a znaménko Pearsonova korelačního koeficientu, který 

bychom dostali z dat v obr . 3~ 

C) Korel ace ·a f aktory (. příklad ) . 

Podáme nyní malý příklad výsledku faktorové analýzy schopností, kt erý 

nám už~bude po dosav adn í m výkladu přístupný. (Příklad j e pr o jednod uchost 

idealizo ván a odpovíd ~ • skutečnosti jen . při,bližně . ) , 
' . 

Větší množství školních dětí bylo vyšetřeno sedmi t est y , 
\ 

1 . Rel ace (ukázka úlohys Doplňte slo vo, úměru "KréjH" 1 . šaty= obuvník , 

? " ) . 

2. Tř ídění pojmů (uká zkas Podtr~ěte slovo , kter é nepatří k ost atním : 

květák - -z~li - kapus t a - oves - kedlub na) : 

3. Přesmyčky (ukázka.s Vytvořte slovo z pís men R, A, P, 1, P). 

4. Zobecňování (ukázka s Co mají společného pampelišk a a konv~linká? ) 

5. Fluentic i t a (ukázka s Vytvořte co nejvíce sl ov zač ínajících písme­
nem "R" ! ) • 

6. Shody a pro t lklady (ukázka, Najděte dvojici slov, která bua znamena­

j í to též, nebo opak: zí t ra~ dnes - letos - včera - večer ). 

7. Sl ovník (uk:é.zkas Co znamená sl ovo "mikroskop"?). 
/ 

2_5 399 P2 - 17 -

.. 



' 

Tabulka 2. Korelační.matice sedmi testu schopnosti 

----------------. . ------------------------- -------------------------l 2 3 4 5 6 7 
------------------------- ----------------- -------------------------

1 1,00 :0,42 0,21 0,56 0,28 0,35 0,42 

2 0,42 1,00 0,18 0,48 0,24 0;30 0,36 

3 0,21 0,18 1,00 0,24 0,12 0,15 0,18 

4 0,"56 0,48 0,24 1,00 0,32 0,40 0,48 

5 0,28 ?,24 0,12 0,32 1,00 0,20 0,24 

6 0,35 0,30 0,15 0,4 _0 0,20 1,00 . 0,30 

7 0,42 0,36 0,.18 0,48 0,24 0,30 1,00 · 

------------------------- ----------------- -------------------------
Všechny testy byly pavzájem korelovány. Výsledkem je korela.ěni tabulka 

(kor~lačni m~tice), ve které jsou uspořádány všechny možné korelační koefi­

ci8nty (viz tabo 2.). V diagonále jsou jedničky, proto!e kaldý test sám se 
• . ' I 

sebou koreluje absolutně. Korelační matice je sy~etrická, pro~ože kaldý ko&-

fic1ent je v n•í ~apsán dva.krát (coť je a: f~rmálnfoh ddvodtl výhodné; někdy 

se však také píše jen poloviční, trojúhelníková matice}. 

Inspekcí této · ~u~e~G~iiÍ iňiiiiu; !ji~tii:e pf~devš,~. le vš9ch~ ko~~la~~ 
jsou kla.dnés jak je ostatně u teet~ schopnosti pravidlem. Některé jsou dosti 

·eysoké (0,56 mezi "Relacemi" a "Zobecň·ováním"), jiné jsou velmi niilce (0,12 

mezi "Př~smyčkami" a "Fluenticitou"}~ Máme pocit, že všechny t~o korelace 

jsou nějak navzáJem spjaty, ale stěží bychom pouhým uvažováním zjistili, ja-

• kým způsobem. Tato úloha přesahuje opěr&.ění rozsah našeho intelektu a paměti. 

A přece je cela · korélačni matioe matematicky v podstatě velmi jednoduchá. 

Jejím faktorbváním bychom 1.iskaťi\ ·pouze .jediný faktor, který je obsažen v, ta­

bulce 3. 

Tabulka 3. Faktor odvozený z korelační mattce sedmi testů schopností 

---------------~-------------------~ ( 

Relace 0,1 

Tříděni pojmd 0,"6 

Přesmyčky o-,3 
Zob"ecĎo'i'áni 0 ,8 

Fl uent ic 'i ta 0,4 
. 

Shody a protiklady 0,5 

Slovník 0,6 
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Použitím . termínu "faktor" jsm.e trochu předběhli. Co vlastně je faktor? 

Je to právě onen, sloupec {vektor) ěísel, ve kterém ja za.chycena {"za.kódové.­

na") informace obsaž~ná v korela~ní matici. H~žeme se .o tom ·přesvědčit. Kore­

lace mezi lcterymikoli dvěma testy Y korelační ~tici je roYna násobku při-
. ' . 

sluěný_ch ·čis,1 (t'zv. faktorových zát-ěž.i, "loadings", jednoťlivých testů) 

v tab. 3. Informace obsahné. · v tab. 2. jo tedy v tab _. 3 obedella v dalako 

jednodušší- podob•ě„ 

Toto matematické zjednc;>duš·ení, redukce velkého množství korelaěnich 

koeficient~ na poměrně malé mnoh -tvi faktorových zátěH bez •jakékoli ztráty 

informace {nebo - jak tomu bývá v praxi - s malou ztrátou informace} předsta­

vuje zřejmě_ slibnou možnost pojmového zjednodušení, případně vysvětleni 'J>SY­

Óhologických vztah~ mezi na.ěimi ~esty. 
I , 

Ptáme se tedy dále: co je faktor v tab. 4 . kromě "slo~pcs čísel", kro-

• mě vektoru , .ve kterém je _ zhuštěna informace obaažebá v korelaěni matici? 

Za urěitýcb okolností lze ťakto;cy interpretovat, -~ j. ehápat je jako od­

raz reálně existujících činitelů, eil nebo vlastností, které ae pro~evuji-

ve zjištěných korelacích . 

V našem případě ee zdá nejvhodnější interpretace ~verbální inteligence". 

Všechny ~oužité test1 jsou verbální a nej~šší zátěžel) zde mají právě ty 

testy, které vy!adu ·jí abstraktní operace se slovy a s jejiéh významy. 

M~žeM ~íci~ že faktor je . ideální pro,~ a fakto r ové zátěže mají po­

dobný (někdy totožný) význam jako korelace me~i př-íslušným testem a přísluě­

ným f'ajctorem • 

. Máme tedy ve faktorové analýz~ dvojí druh proměnných. Na jedné straně 

jsou to empirické, měřené proměnné. Z korelací mezi nimi kone~ruuje~e fakto­

r,, ideální (vysouzené, v jistém smyslu "interveDujicí") proměnné. Empirické 

Rroměnné budeme nadále nazývat "testy", , at už jsou to proměnné zalo!ané na 

-testovém měření nebo jakékoli jiné kvantity. 

Cesta od korelaění matice k fa.ktorom je matematicky i výpočetně pod-
' 

statně složitější než cesta zpět,. tj. od faktorů ke korelacím, kterou jslllG 

ns.znaěiU .• Některé dilěi prC:blémy na této cestě. nejsou dořešeny nebo jsou 

d~konce neřešitelné a musíme je obcházet dosti nejistým odhadem (tzv. pro ­

blém komůnalit a počtu faktorů) .• Počet faktorů je obvykle vyšší než jedna 

a řeěeni neni tak nčisté" jako v námi konstruovaném případě, ~reproduk9e ko-

------------------~----------
l ) •Zátěž. je vztah aezi testem a faktorem. Je terminologicky výhodné řík:e.t, !e 

test má zátěž ve1faktoru, jind,Y že faktor. má zátěž v testu. Význam.je týl. 
Ekvivalentní Y7jádření je, že faktor "syti" test. 
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relačních k:OE!ficienM není ve skutečnosti zcela přesná. Pro první představu 

však uvedený příklad snad postačí. 

Elegance řešeni, které jsme právě předvedli, fascinuje někter,é psycholo­

gy natorik, že vidí -ve fak .toi::ové analýze svou hlavni _ metodu. Nabízí se zde 
, 

mož-nost podstatného zjednodušeni pozorovaných vztahů, jejich redukce na menší 

počet. Kromě toho se zdá, že .na základě faktorové -analýzy jednotlivým korela­

cím lépe rozumíme, blížíme se jejich kauzálnímu výkladu. Pronikáme od povr­

chu jevů k podstatě, • papříklad od jednotlivých testů k základnim ~-rozumovým 
' 

schopnostem. 

Cvičení 

lo Přesvědčte ~e narýsováním grafu (viz obr. 2), že každý test sám se sebou 

~oreluje jedničkově! 

· 2. Faktor dominance má v t estu ráznosti zátěž 0,4, v testu ukázněnosti - 0,3, 

v testu odvahy 0 , 2 a v testu něžnosti - 0 , 2. Vypočítejte odpovídající ko-

re lace. 

3. Víme, že korelace v mi nia t urní korelační matici testů tl , t2 't3 

/ 
tl t2 t3 

t · 
1 

1,0 0,6 0,3 

t2 0 ,6 1 , 0 0,2 

..,... -t3 0 ,3 0 , 2 1,0 

jsou způsobeny jediným faktorem. Určete faktorové zátěže všech• tří tes_tů . 

D) Smysl faktorové analýzy · 

Základním pr obl ~mem řady vědních oborů je nesmírná rozmanitost · Jevů, 

které zkoumaj í. Tyto je vy se vše lijak kombinují, proplétáji -a kříží. Pro to­

ho, kdo nezná · jejich podst at u , vytvářejí chaotickou směsici. 

. Vezměme ja ko příkl~d středověkého chemika - alchymistuo Nebyl bez vědo­

most i. Věděl, co se stane, jestliže se· určité látky v určitých poměr&ch misi , 
\ . 

zahřívají , žíhají apod., podobně jako kuchařka zná své · recepty a kořenářka 

účinek různých bylin, ale jeho vědomostem chyběl přiměřený teoretický základ. 

Základním a nezbytným krokem kupředu bylo v chemii nalezeni elementů, 
e , 

z nich ž je vše složen o, tedy prvků, jejichž slučováním vznikají všechn y ostat -

ní látky. Tfto prvky, tak jak je známe z Hendělejevovr tab ul ky, představují 

- 20 -
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I. 

• 

nesmírně účinnou redÚkci zdánlivého chaosu, před kterým stál středÓvěký al­

chymista. Jeho znalosti umožňovaly _pouze popis látek vysky.tujícich se v pří­
rodě nebo vznikajicích ,v laboratoři, a to ještě má.lo účelný popis, .ulpivají­

.cí spí§e na méně důležitých, povrchnímu pozorování přístupných ylastnostéeh 

látek. V podobné situaci byla ve svých počátcích mineralogie, zoologie, bo­

tanika ,...._ ek:onomfe,_ sociologie - a pochopitelně . i psychologie. Bez účelného 

tříd~ní, bez vhodných klasifikačních kategorií, bez stanovení základních 

~ů pozorovaných jevů je postup vědy takřka. nemožný. 

Situace psychó\oga osobnosti nápadně připomíná situaci alchymisty, kte­

rý by se rád stal skutečným chemikem a tuší , čeho je k t.omu-,třeba.. R.ozma.ni­

tost lidských povah aí v ničem nezadá s rozmanitostí chemických slouče~in. 

Charakteristické znaky jednotlivců jsou tak početné a objevuji se v tolika 

kombiriacich, že k jejich zvládnutí nestačí operační rozsah lidského intelek­

tu. Potřeba metody, která by usnadnila klasifikaci , _je . zřejmá. 

Klasická vědní metodologie, která je v podstatě metodologií přírodních 

věd, našla hlavni řešení v !xperimentu. Experiment, ve kterém se manipuluje 

zpravidla jednou nezávisle proměnnou, umo1nil zde izolovat hlaYní činitele 

a vztahy. 

Právě srovnáni faktorové analýzy ·a klasickým laboratorním experimentem 

je V· této souvislosti užitečné . Některé jevy se mu totiž vymykají. Kdyóyohom 

mohli s láboratorni čistotou vytvářet radikálně různé podmínky pro vývoj 

osobnosti a dlouhodobě sledovat výsledky , vyvolali bychom jevy, které by 

umožnily proniknout · poměrně rychle k některým podstatný m zákonům psyeholo-. 
gie osobnosti. Jak z etických, tak z praktických důvodů to není možné$ 

Cattell uvádí v této souvislosti absurdní myšlenku: vytvořit dvě vyvážené 

skupiny matek a jedné z nich usmrtit děti ••• Avšak i v jiných vědních ob­

lastech se doat .áváme d;> situaci, kdy je kontrolovaný experiment nemožný a kdz 

musíme .zkoumat objektl (například národohospodářské soustavy), . na něi napro­

sto nemilžeme působ°it a které se ~tváře.li pod vl!_vem mnoha nekontrolovatelných 

{avšak pozorovatelných a mAřitelných!) činitelů. 

Netvrdíme samozřejmě, že by nebylo možno zkoumat osobnost v laboratořio 

Testy , kterých užíváme ve faktorové analýze a ve výzkumu osobnosti vůbec , · 

mají často laboratorní charakter ·. Ty však pouze oaobMat měří, nemodifikuj.i 

ji. Nejsou to experimenty v pravém slova smyslu . V jejich .výsledcích se pro- _ 

jevuje ona nekonečná rozmanitost vlivů, která charakterizuje normální lidskou 

hered .itu a ekologii. Experimenty, které osobnost skut~čně - byt často jen do­

časně - modifikují, jsou cenné, ale vzácné (například dlouhodobé hladovění, 

kterému se za války k _vědeckým účelům dobrovolně podrobili američtí paeifi sté 1 

odmitajíci zabíjet). 
- 21 -
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.Naším úkolem ·tedy typicky je zkoumat množství jevťt, jel nemů!eme pod­

atat:1ě ovlivňovat o ·Tyto jevy jsou nato~i,k složitě propojeny, !s jednotli:vé 

~ouvislosti, jež ee pokoušíme zk~WAat samostatně,_ se ' "kazuj í jako nezřetelné, 

mnohoznačné .neb~ MJ'l!Y o sobě be~významné. 

Uultiva.riační metodologie j~ odv~žnym pokusem obrátit v sílu t o, eo se 

t a daných okolnost i jeví je.lco naše největší sla bost. Js ou- l i naše pokusy 

o proniknutí k podstatným ťakt~rwn a jejich izolaci rušeny mnohonásobnou ~á-

vi sl oetí a "propletenosti" 

mnohonásobné závislosti ! 

' jevt1 - učiňme předmětem s'vého výzkumu právě ony . 

V experimentálním nebo jiném výzkumu-se ~asto zkoumá vztah mezi dvěma 

jev y {veličinami, t es ty atd.) . Zk-0umáme- li ~oučas~ě ještě třetí jev a ~jistí­

me-li v§echny tři možné vztahy (a- b, a - e , b- e) , pak Možst ví informaci, které 

ja me z ískali , je již podstatně ~ětší. Při současněm zkoumáni 10 jevů je to 

ji! 45 vz·tahů a při 80 jevech přes tři tisíce. Je jistě lákavé pokusit se 

o ~yužit í tohoto informačního bohatství. Nemúžeae-li konat ~ami dostatečně 

ra diká l ní experimenty, s ledujme výsledky mnoha současně probíhaj í c í ch gran­

dió zních "e.xper imentt1", jimž jsou lidská individua v přírodě a. ve společno­

sti vystavena ! 

Faktorová analýza nepřináší zce l a nový způsob uvažování, nýbrž pouze 

upřesňuje~ usnadňuje a poněkud obměňuje abstrakci, kter! j e ve vě4ě běžná . 

J"ejím c íl em je objevov at pod symptoiey, jež jsou jen nepevně (silně pravděpo­

dob!loat.ně.) or ganizovány v syndromy, hl ubší a základnější činitele, to, co 

p~aobí zjištěné korelace . J de bua o intervenujicí proměnqé nebo o hypotetic­

ké konstru kt y , které z kor~lací vysuzuje me. 

Obr. 4 . Schématické znázornění vztahů mezi• te$ty (empirickými proměnnými) 
a faktor y (ideál ními 9 interv enujícími proměnnými ) . 

Vzt·a.h mezi tím , co rozorujeme, respo , 11ěří111e a tím, co za pomoci fakt o­

r ové analý zy z měřeného . vyvozuje~e, lze naznačit graficky (vi z obr. 4 ). Pís­

mena a - i o:naěuji te sty !Jakékoli empiric~é proměnné ) , číslice I a II fak­

to ry. · Kor elace mezi testy jsou urěeny jejich vztahem k faktorO.m a na druhé 
' 

straně je možno faktory z těchto korela c i vyvodit. · Každému z faktorů odpoví -

22 -
~ 



dá syndrom, v prvním ~řipadě a,b,c,d,e, v druhém případě ·b,e,f,g,h,i. Tyto 

syndromy se různě překrývají (kdyby toho nebylo, staěilo by vlastně vyhle­

dat inspekci v korelační matici skupiny navzájem korelujicich testů). Falcto-
• I 

ry jsou odvozené, ideální veliči~y. Nelze je přímo měřit, i když nejso~ pro-

to méně skutečné. 

Faktorová analýza sloužil& doposud ponejvíce .ke_ ~tudiu individuálních 

rozdíl~ mezi lidmi. Individuálnf rozdíly se někdy považuji za sekundární 

předmět vědecké pozornosii. Podstatné jsou přece zákony, které platí pro · 

všechny, tedy te, co je lidem společné, nilcoli to, co je individuá.lnf. Avšak 

. _ právě v psycholo~ii osobnosti, kd~· jsou možnosti experimentu omezeny, se 

individuální rozdily ukazuji jako cesta k objevení oněch obecných, Íidem 

společných zákonitosti. Správně stanovené faktory individuálních rozdílů 

· totiž často odpovídají relativně samosta ·t;ným fu~kčním systámům, v jejich! 
I 

rozvinutosti nebo výkonnosti ae lidé ·liší, generalizovaným tendencím chová-

ní, potřebám, zájmdm, podstatný~ výcho~ným vlivmn a podobně. 

Faktorová a.nalý~a je účinným nástrojem pro orientaci v neprobádané ob­

lasti vědy, ~de· už sice ~e př~bli!nou představu o tom, co a jak pozorovat 

a měřit, ale chybí základní klasifikační kategorie, které by nám pomohly 
I 

zvládnout kaleidoskopickou rozmanitost jev,'1. Thurstone o tom říká, "Falctoro-
• • •• I 

vá analýza je užit~čná hlavně na pomezí vědy ••• , zvláště v oblastech, kde 

v podstatě chybí základní a plodné pojmy~~• Nové metody mají skromnou úlohu. 

UmožĎ~ji nám vytvořit jen nejhrubší mapu nové oblasti." (Thuratone, 1947, 

str. 56.) 

Je ovšem možné, že se Thurstone mýlil , pokud jde o psychologii. Psycho-
. . 

logie nedospěje nikdy k tak přesnému, "tvrdému" měřeni jako fyzika nebo che-

mie · a nevyrovná se po této stránce ani biologii. Snad si historická proměn­

livost lidské psychilcy ve spojení e extrémně probabilistielcým charakterem 

· psychologických jev~ bude vždy znovu a. znovu vy!adovat to, 'co Thuretone nazý­

vá "nejhrubším mapové.ním" o •• Ostatně uvnitř psychologie se stále otvírají 

nové oblasti, je! by mohly být - kdyby existovala příslušná mapa - oznaěeny 

okřídlenými slovy "hic sunt leones". K průzkumu těchto oblastf je faktorová 

analýza určena především. 

. , 
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Kapitola II. FA~OROV1 MODEL' 

První kapitola měla poskytnout předběžnou orientaci v pojmech faktorové 

analýzy a ve způsobu myšlení, který je s touto metodou spojen. Nyní přistupu­

jeme k soustavnějšímu podání jejích matematických základů. Snažíme se přitom 

vystačit s minimem matematických pojmů. Nejnutnější maticové operace uvádíme 

v Dodatku. 

A) Testy jako lineární kombinace ·faktorů 

Začneme příkladem. ~elcně~e, že zdvořilé chování ( zdvořilost je vý­

sledk~m následujících faktoru: (1) sociální inteligence , (2) družnosti 

a (3) inhibovanosti. Jak to vyjádřit matematicky? Nejjednodušší model je: 

Z = S + D + I , ( 3) 

tj. "Zdvořilost je součt~m sociální inteligence, družnosti a inhibovanosti". 

Tak jednoduché to bohužel nemůže zůstat . Není totiž apriori žádný dů­

vod k tomu, aby všechny tři uvedené faktory ,hrály ve zdvořilosti st .ejnoú 

úlo .hu. t:lekněme, že největší roli hraje inhibovanoet, menší roli družnost 

a _nejmáně záleží na sociální inteligenci. Pak nebude zdvořilost prostým, 

nýb-rž váženým součtem (lineár ní kombinací) našich tří fak:tor1h 

z~= 0,4 S+ 0,6 D + 0,7 I (4) 

Váhy, které jsme právě zavedli 1 l, odpovídaji poměrům důležitosti 
0 ,15 , 0,36 s 0,-49 (dru~é mocni-ny vah) . Příklad j~ .ovšem fiktivní a váhy 

zvoleny libÓvolně. Abychom po výpočtu podle rovnice (4) dostali zdvořilost 

opět. ve. standardním skóre (M=O, s=l), volili jsme váhy tak, aby součet je­

Jtch čtverců byl roven jedné. V dalším výkladu se tyto vztahy ozřejmí a uká­

že se také, že standardní skóre zdvořilosti dost .an.eme při uvedených vahách 

pouze za ·předpokladu nezávislých, ortogonálních faktorů. 

Tea už přejdeme k.obecnému případu a použijeme zápisu obvyklého v mate­

matické statistice: 

1) O několik stránek dále se ukáže, že tyto faktorové váhy jsou totožné 
s faktorovými zátěžemi, j ák jsme se s nimi seznámili v kapitole I. 
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Tuto takzvanou specifikační rovnici čtemes "Skóre v t~stu zj se rovná 

součtu skóre ve fak:oru F1 násobenému vahou ajl plus skóre ve faktoru F2 ná­

sobenému • • • " -atd. 
' 

Specifikační rovnici milžeme "indi _vidu&lifOV~t• .. , tj. napsat ji pro jed-

notlivý případ, pro jedince i: 

zji III ajlFli + aj2F2i + ••• + ajmFmi' (6) 

což čte~e: "SkÓr~ jedince i v testu zj se rovná součtu jeho skóre ve faktoru 

F
1 

_násobenému .vahou ••• " atd. 

Známe-li faktorová skóre daného jedince a faktorové váhy aj, můžeme vy­

počítat skóre tohoto jedince v daném testu. Jestliže se například soci'ální 

inteligence V.áclava Borovná -1,3, jeho _družnost 2,4 a jeho inhibovanost 0,6, 

pak jeho zdvořilost je dána rovnicí: 

Z ji = 0, 4 X ( - l , ) ) + 0, 6 X 2, 4 + O., 7 X O, 6 11 , 1, 24 (7) 

Václav B. je tedy přibližně jeden a čtvrt standardní odchylky nad průměrem ve 
"" 

zdv;řilost i . 

Je nutno mít na paměti , že naše rovnice počítají s velikým "_!cdyby": 

mohli bychom podle nich kgnat přesné výpočty, kdybychom znali faktorová skó­

re. Ve skutečnosti fakt9rová skóre pouze odhadujeme , jak -0 tom pojednáme 

v kapitole v. S touto_yýhradou je třeba sledovat celý další výklad faktoro­

vého modelu. , 

Předpokládejme, že známe faktorová skóre větgiho množství osob v m 

·faktorech a příslušné fakt orov'é váhy. Pak můžeme podle rovnice ( 6) vypočítat 
skóre kteréhokoli jedince ve kterémkpli zn testů, jejichž faktořové váhy 

' 
známe; Počítáme-li s N jedinců, znamená to N x n rovnic typu rovnice (6). Při 

' . 
JOO lidech a 20 testech by to bylo 6.000 rovnic . Ke kompaktnějšímµ vyjádření ' 

použijeme maticové algebry. Sestavime matici F, tabulku, kde bude tolik sloup-
. ' 

ců, kolik je faktor~ (tjo · m sloupců) a v každém řádku budou faktorová · skóre 

jednoho jedince (bude tedy N řádků) viz obr. 5. Tuto matici F budeme náso­

bit matici P'. V každém jejím sloupci jsou faktorové váhy jednoho t~stu. Ma­

tice P'má tedy n sloupců a m ~ádků. Matice Z má N řádků a n sloupců, obsa­

huje skóre všech jedinců ve všech testech. 
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1 1 m 1 
1 =1 

X J _____ P_' __ ,_ 

z. F 

· .N ,_ ___________ __, N.__ __ _, 

Obr. 5. Výpočet testových skóre z faktorových skóre a faktorových vah: -sché-matické znáz.orněn.í · příslušného náéobení matic. · ' . . 

· Tři námitky proti l ine~rnimu_model~ 

. Proti lineárnímu modelu, tak ja k je vyjádřen ,- speeifikáěni rovni-eí, je 
možno namítnout; že je to model příliš jedn~duchý. Sčítání je vskutku n~j­
elementárnější početnf 'úkon. Hypoteticky by bylo možno fáktorová skóre mezi ';' 
seb~u násobit, z.a~ést da -spec~filcační rovnice exponent, na který by se urči- -[ 

I ~ť• té faktorové skóre wnocňov~lo apod. Mohli bychom například vyjít z. předpo-, 
kladu , že pracovní. výkon V odpovídá násobku schopností S a píle P, ·tady 
V= S x Po Domníváme se však, že dosud nebylo dostatečně využito mo!ností 
lil'leárního modelu. Kromě toho - jak již víme - faktorová analýza začíná 
Pearsonovými korelačními koefici~nty , jejich~ použitelnost předpokládá li­
neární vzta.ey mezi .testy; odchylky od lil'learity se zanedbávají. A konečně, 
jak jsme uvedli v první kapitole (viz str. · 10 ), v psychologii máme zřídka 
zaručeno, že pracujeme e intervalovými škálami - a násobeni, dělení atd. vy­
žadují dokonce poměrové ěkály! 

Druhá námitka proti faktorovému modelu je v tom, že použit~ stejných 
· vah pro všechny jedince může vést ke zkresleni. Například můžeme říci: Ve 
zdvořilosti Jaroslava M-se výrazně uplatňuje sociální inteligence, která 
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v jeho individuální struktuře zdvořilosti hraje větší roli než družnost a in­

hibovanost; tyto · dvě vlastnosti u n!J ke zdvořilosti nevedou~ Jiný přiklads 

tlkoly _ urěitého testu je možno řešit buč1 logickým úsudkem nebo prostorovou 

představiv-ostí. ·u toho ·, kdo je řeší logickým ósudkem, na prostoJ".ové ptédsta­

vivosti v~bec nezáleží, logicky by tedy faktor proatprové představivosti měl 

mít u něj nulovou váhu. To je .ext~ém. Avšak 1· tehdy, řeší-li někteří onen 

test spíš! logickým úsudkem a jiní sp:íše prostorovou představivo~tí_ (a je~li .. 

tato volba nezávislá na jejich úrovni v těchto s~hopnostech!), )e váha odvo~ 
• I • : 

zená . ze vzorku, v _němž byly zastoupeny obě skupiny osob, ~řejmě neadekvátní. -

- Pokud je nám ~námo, ne~yla oprávněnost uvedené námitky nikdy prokázána, při 

nejmenším nám však její uvážení pomůže k0 hlu~ěímu pochopeni faktorového mode­

lu. 

Uvedené dvě námitky 'proti faktorovému modelu zůstávají "v rodině", tj. 

na bázi kvantita.tivr.ího analytického př.istupu k psychologii, zejm~na ~ psy- . 
. . 

chologii osobnosti. Třetí námitka. je zásadnější. Vyslovují ji ti, kdo pracuji 

(nebo koketuji) s pojmem geštaltu nebo "komplexno!3ti", organi_ěnosti", jedno-:-

1;y atd. Tito autoři vytýkají faktoroyé analýze krajní atomismus. Osobnost, _ 

říkají. čaBto., je víc než "součet" nějakých částí, je tJ jedineěná, živá, or­

ganická _je ,dnota .... Odmítnuti faktorové ~alýzy je pa.k vlastně od:mítnutím -mě- · 

ření,' kvantifikace v J>~ychologii vůbec. - Zásadní polemika s těmito názory 

by přesáhla. posláni tohoto · te-xtu. Jsou svým způsobem oprávněné a brání . nám · 

propadn~ut fetišismu čísel. Avšak i jejich zastánci, rozhodnou-li se k empi­

rickému výzkumu, zpravidla dospěji ke kvantifikaci a nejednou přikročí i k fa.k-, . . 

· torové analýze.Interpretují pak faktory například jako "aspektJ" (to je ře~ 

šeni Meiliho, který se pokusil st!allovit geštaltistické f~ktQrY inteligence). 

2fil!DÍ -

l. Dokončete sloVDÍ vyjádření rovnice (5). 

2. Dokončete slovD í . vyjádření ·rovnice . ( 6). 

3. Napište několik hypotetických specifikačních rovnic {které si sami vymysli­

t .a) · a do každé dosaclte konkrétní hodnoty, které odhadnete pro kteroukoli 

osobu. Kombinujte přitom ·záporné váhy a záporná skóre. Jaký je význam zá­

porných skóre? 

4. Faktorové Yáhy neodpovídají jednotlivc~m. Jsou to konstanty odvozené z hro-
-madných dat. U kterých jedinc~ se při jejich použití nejvíce zmýlíme? 

.,,. 

I. 
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B) Specifikaění rovnice a korelace mezi testy 

Prozatim jsme ponechali stranou základní rys faktorové analýzy - toti! 
to, že se analyzují korelaěni matice. Faktorový model je totiž nevyžaduje . 
Nyní však odvodíme z modelu„ na který jsme přistoupili1 ), korelace mezi 
testy. Budeme mít ovšem na paměti, že naším cílem je nalezení zpětné cesty _, 
tj. od korelací k faktorům (k faktorovým vahám čili k faktorovým zátěžím). 

Vyjdeme z dvojice specifikaěnich rovnic, ve kterých se vyskytují tytéž 
faktory (které patři do téže faktorové matice)'. Jsou to specifikační rovnice 
testů zj a zť 

zji = 8 j1Fli + aj2F2i + •• • + ajmFmi 

zki = -~Fli + 8k2F2i + · ••• + 81onFmi 
(8) o 

Víme, že oba testy jsou ve standardním tvaru, což znamená, že korelace 
mezi ·nimi je dána jednoduch ým vzorcem : 

. N 

r jk "' ~ L. z ji zki 
i=l 

• • • • • • • • • • • • • • o • • 

( 9). 

(10). 

Nyní vytkneme v každém z výrazů napravo konstanty a zrušíme závorku. 
Výraz 1/N přitom zařadíme vždy za dvojici vah ( zátěži) . Prvni dva výrazy pa.k 
budou vypadat takto s 

(11) 

což je ovšem podle vzorce (2), resp . (9) rovno 

ajl~l (12) 

Z rovnice (10) vidíme, že korelace · mezi kterýmikoli dvěma testy závi sí 
---------------------------------
1) Touto formulací zdůrazňujeme, že jde konec konců o libovolný matematicko­atatistický model, který nemá o nic větší právo na existenci, než jaké · si vydobude vědeckou hodnotou výsledk~ dosažených a jeho použitím. 
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' 
- v obecném případě - na všech zátěžích obou test~ a na korelacích mezi vše­

mi ·faktory . Vidíme také, že -každý výraz na pravé straně rovnice (10), ·1tt~rý 

obsahuje nulovou korelaci mezi ·faktory, se rovná nule a odpadá. Jsou-li 

všechny · korelace mezi faktory nulové (samozřejmě až na korelaci každého fak­

toru · se sebou samým, která _je rovna jedné), dos~aneme pro korelaci mezi dvě­

ma test y výrazt 

I 
+ • •• 

neboli slovy, "Korelace mezi dvěma testy je rovna . souětu souěin~ jejich zá- · 

tě! í vždy v přisluěném faktoru." 

Pokusme se nyní totéž vyjádřit maticově - uvidí~e, ,že se zápis i odvoze~ 

,ní podstatně zjednoduší. , 

Rovnice (6) specifikuje obecný prvek : zji (j = 1, • •• , n ; i= l , • • • ,N) 
matice testových skóre . Tyto prvky , ·sestavíme do matiqe Z typu (n x N) . Dál_e 

ve specifikační rovnici vystupují faktorové zátěže aj (j = 1, • •• , n ; 
. p 

p = 1, • • • , m). Označme matici z nich sestav~nou symbolem P; je to _tzv . 

fakto r ová. matice , typu (n x m). P'osledni matice, kterou potřebujeme, je se ­

stavena z prvků Fpi (p = 1, ••• , m; i= 1 , ••• . , N) . Je to matice typu 

(m x N), jej~miž prvky jsou faktorová skóre. Označíme ji F . 

P_řesvědčte se se.mi, že specifikační rovnici (6) můžeme maticově zapsat 

jako jednod uchý součin, 

Z = P F (14) 

Obecný prv ~k korelační matice R j e vyjádřen vztahem (9). Všimněme si , 

že jde o skalá rní součiny řádkových vektorů matice z, dělené N. Hůžeme t edy 

napsat , že 

R = _l_zz ' 
N 

(15) 

Ste jně můžeme maticově zapsat kor elace mezi faktor y - označme mat i ci in t e.r­

korela ci faktorů q, i 

A tea už vše , co jsme při repr odukován i korel ací mezi t est y pracně odvo­

zoval i al gebraicky, dost aneme prostě dosaze ním specifikační r ovnice (14 ) do 

vzta hu (15 ): 
• 

R . :: l ZZ ' = l PF ·(PF)' T T 
1 =-
N 
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·~ ' 

tj. 

RcP<pP' 

kde R je korelaěni matice, P faktorová matice (matice faktorových zátěži) 

a tf,. matic~ korelací mezi faktpry . 

V připadě nekorelovaných (ortogonálních) faktoró se tato Tovnice zjed-

noduBuje i Matice korelací mezí faktory je pak mati4?e jednotková ( </> • I) a 

R„ pp ' 

Vyjmeme-li z matice P jen dva řádky (jak) ~ro výpočet korelace r jk, 

musíme nicméně zachovat - v obecném, nikoli v ortogonál ním případě - c~lou 

matici~ , tj. "zakalkulovat", pojmout~~ výpoětu všechn y korelace mezi 
faktory. 

:Cviěení 

1. Přepište rovnice (10) tak, aby její pravá- strana obsahovala sčítance ve 

!~naě (12) .; 

2. Přeavidčte se, _že rovnice (10) lze použít pro výpočet korelační matice 

uveden·é • tab . ~ n~ str. 18 z faktoru uvedeného na str . 18 ' v tab . 3. 

~• la _ čem záleží v obecném případě korelace ~ezi kterýmik~li dvěma testy? 
. : . 

C) Rozklad var<iance a typy faktor~ T 

-Klademe otázku, jaká část variance určitého teatu připadá · n~ který .fale~ 

tor. ~náme-!i faktorové složeni testu, vyjdeme opět ze specifikační rovnic~ 

· (6) a z~ ~eobecně sn~ho vzorce pro výpoč~t rozptyl u. Víme o~iem, lo cel­

ková variance · kteréhokoli testu je rovna ·jedné (a průměr nule) o Vzorec pro 

·výpočet . vari,p1ce má pak tento tvars 

2 1 N . 2 
aj• T L zJi 

· icl 
(16) 

Dosadíae do rovnice (16) pravou stranu rovriice (6)t 

(17) 

Rovnici (17) nyní roaepiie~es 

• 
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(ajlFli ,o ajlFli + ajlFii • aj2F2i +••o+ 

+ ajlFli • ajtimi +_ 

o o • • • • • • • o • • • • • • • o o o o G • • • • o ' o • (18) 

1 Zrušíme závorku, vyt~eme konsta.nty, zařadíme ~ždy T za ně a dojdeme .ke ko-

relacím - stejně' jako při postupu od ro vnic e (10} k rovnici (12). Výsledek 

je jednoduchý v ortogonálním případě (kdy všechny faktory navzájem korelují 

nulově) , 

.... 2 
+ aj m. 

nebo so~čtovou zkratkou, 

2 
8 r: 

j 
~ 2 
L aji • 
p=l 

Zároveň je z rovnice (19) zřejmo, že varianci testu _je -možno ~ozlo!it 

na části (podíly či "kf mponenty") a ie tyto komponenty odpovídají ětv~rcmm 

příslušných zátěží. 

V případě kosých (korelovaných) faktorií je .situace opět nepříjemně slo­

žitá . Nemůžeme totiž přesně říci, jaká část variance testu připadá. na který 

faktor • . 

Nyn\ začneme - rozlišovat faktory různého typu1 

' 1. Společné faktory ' (COIDfl!~n factors) a to jsou faktory, které •vstUP,UjÍ". 

("syti", mají nenulové - zátěfe) dÓ dvou nebo více faktor .u. Jejich zátěle ·bude- · 

.~ e označovat písmenem "a" jako doaud • . 
<i 
;. .. . . . . 

... ~ 
2. SP!cifické ~aktory, které a,ytí vždy jen jede~ .~eat. Jejich zát6le 

budéae označovat pia~enem "d" s indexe • toho testu, který ~y~í _ (dj). 
' . 

3. Q,&bové faktory (error tactors). Jde o náhodn.ou, .nikoli .systematickou · 
.. . 

chybu, a tedy chybový faktor sytí jen · jeden test. Váhy chybových faktorď bu-

deme označovat písmenem "e" a indexem t~ho textu, ~erý syti . (e J.)_~-. 

. Uvedené definice Jiyní poně,kud objasnúae. Speclfické faktory se odlišují 

od -společných, jak bylo řeěe~o, pouze tím, !e eyti jen jeden te!'t• ·vezmeme-li 

test "přesmyčky" z našeho úvodního příkladu (viz str. 17 ) , rldiaé, že v něa 

ái zátěl 0,3 faktor "g", jediný společný faktor dan_ého teaťového aouponi • . 
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Tento . test však kromě faktoru "g" měři j~ště další, jen sobě viastni kvali­
tu, schopnost řešit úkoly tohoto druhuo Tato schopnost působí společně s in­
teligenci, ale statisticky (v jistém smyslu i funkčně) je na ni nezávislá. 

z definice společných faktorů vyplývá důsledek, že, jsou. to právě ty fak­
tory, jež půsóbi korelace mezi testy . 

Chybové f~k:tory jsou nevítaným, ale - jak víme z teorie měřeni vůbec 
a z teorie psychologického měření zvl,ště - našim ~stálým hostem. Prov~zejí 
nás i faktorovou analýzou a musíme jim zde věnovat právě tak velkou pozornost 
jako v teorii testů . 

Co jsme _dosud řekli o typech faktorů, podává přehledně obr. 6. 

~lelné, . . .s~ecifi;eJé I ;11'/ore ~l.o'J' řaR./:()7 . '°'J' 
Ft F.t F3 /.)1 l>1. DJ Di, D5 ·D, l1 f 2 !J E„ Es E, 

a11 a,2 ao d, - e1 
aJ1 a.u a1l d2 e 2. 

d3 
, a3; a.32 ·a.1~ e3 , 

(J 'ff a„1 au d11 e* 
aSf (J. an ds es 

a" a,.2 a~3 · dtá \ e6 

Obro 60 Kompletní faktorová matice s třemi typy faktorů.· , 

Faktory F1 až F
3 

jsou . společné, jinak řečeno v každém sioupci jsou zda 
aspoň dva elementy (zátěže) odlišné od nuly. Specifické a chyb ové faktory 
jsme označili písmeny Da Es přislu5nými index y. Prázdná polička v části 
specifických faktorů, stejně _ jak:o ·v části chybových faktorů., znamenajj podle 
definice těchto faktorů - nuly. 

Specifický faktor od příslušného chybového faktoru nelze oddělit na zá­
kladě faktorové analýzy. Musime k tomu znát r eliabilit u1 ) příslu~ného testu. 
Jsou časté případy, kdy rel iabil itu nemůžeme zji sti t a specifický faktor 
pak nelze oddělit od chybového. ~ozi autoři se o to - jak uvid{me později 

~~:::_~~--), ke _šk~dě věci_-_ani nezajímají . 

L) Reliabilita testu je rovna nechybové části variance. Odhad~jems ji rUzný­mi metodami, jež ·jsou popsány v ~G.!ut, 1.1.i;-,,'ur-iici psychometrické teorie testu. 
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Jestliže nemůžeme nebo nepovažujeme za nutné oddělit chybové a speci- · -·, 
fické faktory, můžeme· pracovat s pojmem "jedirÍeč•ných faktorl'.i" ( unique 

" factors). Každému testu pak přísluší' jedinečný faktor , jak je znázorněno na 

obr. 7. 
~ I 

/edťnečne' seolee.né 
'falcto7 ~ /alr.lory 

F1 Fi Fj ' u, Ua U3· u · Us u€ • 

1 a,., 412 a.,, ,. U· . 
1 

2 ,a„1 a.u aas 1i2. 

3 a.31 a.u au U3 

" a_.f (J42 alfS u„ 

s as1 an an Us 

' a, 1 ag a~ u6 

Obr. 7. Kompletní faktorová matice s dvěmá typy faktorů. 

Jak už bylo řečeno, ·do korelací mezi · testy vstupují pouze společné fak­

tory, proto pracujeme většinou jen s · první částí kompletnťfaktorové matice, 
1 

s tzv. redukovanou faktorovou mat.icí, kterou označujeme písmenem P. (Dosud 

js~e písmene P používali pro faktorovou matici bez bližšího určení. Protože 

však s kompletní faktorovou matici nepracujeme, nedojde k záměně.) 

Z hlediska typů faktorů n~pišeme nyní znovu specifikační rovnici , 

' 
(21) 

variance testu zj má 

2 2 

pak tyto komponenty (v případě orthogonálních faktorů), 

sj = ajl _ + (22) 

• V předchozích kapitolách znamenalo písmeno "m" počet všech faktorů, nyní 

jsme ho použili pouze k označeni počtu společných faktor~. K záměně opět 

prakticky nemůže dojít, protože se běžně pracuje pouze se společnými faktory. 

Ta část variance, která je dána součtem čtverců zátěií společných fakto­

ru, se nazývá komuns.lita te~ Tento pojem má ve falctorové analýze velký 

význam, jak · uvidíme později. , 

; 
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To, oo ji! víme o varianci testu o. jeJ:va rozk:l&du ve faktorové B1Jalfze, 

• džeme nyni shrnout v tabulce 4. 

Tabulka. 4. KOJBponenty variance testu a jejich vzájemné vztahy 

------------------------------------------------------------------------~ 
Celková variance .. l "" 

b.2 
j 

+ a2 
j 

+ 
2 

ej .. h2 2 
+ uj j 

Reliabilita h2 i l 2 = rjj = + • ej j j 

Komunalita ..,. h2 
j 1 2 

a uj 

Specificita "' i 
j 

2 d2 2 • 
Jedíoaěnoet .. uj_ + ej j 

Ceybová variance 2 
1 Ill ej = rjj 

-------------------------------------------------------------------------

Cvičeni 

1. Proveate pro případ kosých falctord post~p naznaěený za rovnicí (18). 

2. Nauěte se ~paměti tabulce 4. 

3. Je Mna redukovaná faktor .on. matice z. Pa Fl F2 
l 0,3 0,7 
2 0,6 0,4 
3 o,a 0,3 

.. 
4 0,6 o,o 
5 o,o 0,9 
6 0,3 0,6 
1 o,o 0,5 
8 o,e o,o 

· Vypočítejte z ní korelace mezi v5eai teat1 a "korelaci ka!dého testu ae 

sebou samým" (diagonální hodnoty korel&ění matice). Uváite, co tyto ' dia­

gooálni hodnoty př~dstavují. 

4. Proveate náznakově násobeni pp' pro komplatni faktorovou matici s třeai 

typy faktoro (obr. 6)a Jak ov1i~Ďuji specifické a ob,ybové faktÓry korela­

ce mezi testy? 

D) Geometrické vy jádřen·i faktorového modelu 

Posud jsme pracovali s algebraickým vyjádřením faktorového modelu. Pro 

pochopeni i provádění falctorov6 analýzy se však ukázalo velmi užiteěným ve­

dle algebraického i geometrické vyjádření, l.cteré wnožĎuje vhled do řady 
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vztahd, je! jsou v algebraick,m vyjádřeni příliš abstraktní. Ve svých úva­
hách a debatách si faktorov~ analytikové často pOD?áhají kreslením různých­

diagramd, případně 1 trojrozměrnými. modely z papíru ·, špejli apod. ť). Oznaěe­
ní Jedné z ~ejddležitějěich procedur faktorové analýzy - rotace~ je pocho-

, / ✓ 

. pitelné jen ·z používání geometrického modelu. Také náš výklad bude podstat-

ně usnadněn, osvojíme-li si geometrický model a budeme-li mo~i podl! potře­

by přecházet od algebraick~ho ÝyJádřeni kÉl geometrickému a naopak - i když 
.,, 

teoreticky bychom.mohli podat celý výklad pouze .v algebraické nebo pouze 

v geometrické formě. · 

Ve cviěení 3 na str. 34 je uvedena redukovaná. f .alctorová utioe. Ja 

vyjádřena ~l gebraicky. Nyni .ji převedeme do geometrického "jazyka.". 

Faktory 11Heme narýsoYat jako souřadnicové o~y2 ) ,' které avíraj .i pravý 

úhel. Kaž~ z test~ nyní vyjádříme jako vektor, jehož koncový bod má sou­

řadnice rovné sátě!~, tedy ěielwsi v přialušnéa řádku faktorové matice (viz 

obr. 8)0 

Nyní aáme v dvojrozměrném prostoru sestavu dvou falctorových vektorů 
\ 

a oni testových vektorů. Testy, které mají zá.tH jen v jednom z faktord, ., 
. jao\A s nÚl _soubě!né. Test y, které ·mají zátě!e v obou faktorech, leží v pro-

storu mezi fakto r ovými v&ktory. 

Všimněme si nyní délky testoyich ve.lctord.' Nepotřebujeme víc, . ne! známou 

P.1,:hagorovu větu k t01Du-, abychom ji urěili. Je rovna druhé odmocnině· ze aouě­

tu ětverců _ zátě!í v přieluiném řádku, ted.1 , odmocnině z komunality. Proto!$ 

komunalitu znaěíme výrazem h~ • budeme. délku testové'ho váktoru oznaěovat vý­

razem hj • 

Náě obráze~ je svým zp~eobem velai úsporný. Zahrnuje toti! nejen vzta­

h7 mezi faktory a_ tes t y, _ nýbrž i vztahy mezi<teatz navzáj~m. Ka!dá dVojiee 

testových ·ve.lctord (·těchto dvojic ~ je v naiem případě 28} TY jadřuje korelaei 

·mezi ·dotyě.nými testy. Plat .i totU rovnice: 
,, 

('2J) 

-------------------------------------
1) Nad ·vchodem do p~acony R.B. Cattella visí takový model - dědictví 

z Thuratonovy chicagská psychometrické laboratoře. Naproti tomu ti, .kdo 
avěfi proveden.i _ faktorové aoalýz,1 od z~átku a! do konce · ma.temiatickámu 
atatistikov,i nebo prostě standardnímu s~rojní:mu programu, nechápou aai 
smysl ani potřebu proatorovfho snázorňován·í faktorových probléail~ 

2 ) Přo.sněji řeěeno, faktory pcTažujeme za vektory O' jednotkov, déloa, které 
mají stejný směr . jakó- osy souřadnic .• 
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Obr. a. Geometrické znázor~ění korelač­
ni matice osmi testů sycených 
faktory F1 a F2 • 

slovy: korelace mezi kterýmikoli dvěma testy se rovná součinu délek jejich 

vektorů a kosinu úhlu, který tyto vektory svírají. 

Na obr. 8 jaou vyčárkovaně označeny dva testové vektory, ·které vznikly 

obrácením testových vektorů 2 a -6. V algebraickém vyjádře~í by tomu odpoví­

dala 2:měna znamének ve dvou řádcích faktorové matice - čímž by se zpětně měni­

la znaménka ve dvou řádcích a dvou · sloupcích korelační matice. Obrátit znaménko 
I 
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korelačního koeficientu můžeme beze změny jeho významu· - až na to, že ~at:im-
- -

co dosud šlo například o korelaci mezi inteligencí ·a dominanci, nyní půjde \ 

o ·korelaci mezi inteligencí a submiaí. Takovéhoto obráceni znamének ve fakto­

rové matici můžeme použít, je-li to z nějakého důvodu výhodné. ' 

Na obr. a je vyčárkovaně oz~ačen faktorový vektÓr, který vznikl obráce­

,riím faktorového vektoru F2 • I zde j~ zcela -lhostej .no, ve kterém směru fakto­

rový vektor umístíme. Obratu o 180 stupňů v geometrickém vyjádření ovšem od­

povídá změna všech znamének v příslušném sloupci faktorové matice a . změna 
I • 

interpretace (slovního označení} faktoru. šio-li o faktor extraverze, půjde 
nyní o faktor introverze; někdy ovšem můžeme mít potíže s hledáním názvu, 

obrátíme-li (rotujeme-li) faktor o 180 stupňů, 

Uvažme nyní ·, proč mají faktorové vektory jednotkovou _délku, zatímco 

testové ve~ory jsou kratší. Začátečník to může přičítat tomu, že faktor je 

něco "absolutního", "dokonalého", "čistého" atd. Důvod je však čistě ~atema­

tický. Testové vektory jsou kratší než 1 v prostoru redukované faktorové ma­

tice. Vektory~ které vidíme na našem obrázku v dvojdiménzinálni sekci z de­

síti dimenzí (dva společné faktory a osm jedinečných), jinak řečeno v průmě~ 

_tu do dvou dimenzí, majJ ve skutečnosti všechny jednotkovou délku. V ploše 

určené (bez ohledu na faktory) pouze vektory určitých dvou testů (kterých~o­

li dvou testů} by se ta.to jednotková délka projevila a kosinus -úhlu mezi 
• 

kterýmikoli dvěma testy by byl - v onom přislušném ,průmětu - roven jejich 

vzájemné korelaci. 
\ 

Problém faktorové analýzy je možno - čistě geometricky - vidět taktoi 

Máme dánu o-rozměrnou sestavu (testových) vektorů, jež maji počátek v témž 

bodě a tvoří jakéhosi mnohorozměrného "~ežka". tlkol je - v tom, najít takový 

průmět tohoto "ježka" do prostor.u o malém p9čtu dimenzí, který by za.choval 

eo největší délku všech jeho "ostnů". 

·Všimněme · si ·ještě, že v rovnici (23} nejsou obsaženy vztahy mezi fakto­

ry a testy. Náš "ježek" tedy nepředpokládá existenci faktoru. Kohli bychom. 

k němu dojít i takto, Mějme dta testové vektory. Jejich vzájemná korelace 

odpovídá kosinu úhlu jimi sevřeného. Nyní - přidejme vektor třetího testu tak, . 

aby všechny úhly mezi vektory odpovídaly daným korelacím. Tim \se dostáváme do 

trojrozměrného prostoru. Ctvrtý testový _vektor o jednotkové délce už zpravid­

la nelze v trojrozměrném prostoru přidat, jak se můžeme přesvědčit sestroje­

ním prostorového modelu odpovídajícího kterékoli empirické korelačn"i matici. . . 
Uzavřeme tedy, že konfigurace testových vektorů .vyjadřuje korelační matici 

nezávisle na jakémkoli systému souřadnicových~. - Tím vlastně dospíváme 

k rotaci faktorů, jak brzy uvidime. / 
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Cdčeni • 
l. Kdy je délka. teatového_vektoru (hj) rovna faktorové zátě!i? 

2. Přeavědate se, le rovnice (23) plati i ~ro korelaci testu s faktorem 
(rjP'). 

3. Jaká je korelace mezi testy -2 a -6 (po obráceni znamének ve faktorové 
11&tici)? 

4. Vyrobte trojrozměrný model znázorňující tři testové vektory o jednotkové 
délce. Prohlédněte si stín, který -tento model vrhá na stěnu (zblizka, 
pf-i několik 11Gtl"ll vzdáleném světelném zdroji}. · Měňte korelace mezi testy. 
Do dvojrozměrn~ho průmětu svého trojrozměrného modelu umistěte vektory 
taktoN. 

5. Pokuste se sestavit korelační matici čtyř teatd, jejiehl vektory o jed- . 
notk:ové délce je možno umístit do prostoru o dvou dimenzichl 

E} Faktory vyHich řádd· 

Souřadnicové osy nemusí být v!dy vzájemně kolé. To je v geoaetri~ jen 
zvláštní případ. V obecném případě ·. svírají souřadnicové osy libovolný úhel. 
Také ve faktorové analýze se často osvědčuje zavést faktory svírající butt • 
ostré nebo tupé úhly . (korelující butt kladně nebo záporně). Tak například 
falctorovánia korelaci mezi různými miramt lidského těla (délka . prst~, iíř­
ka obličeje, objem v bocích, výin ucha, velikost lopatky, rospětí paH 
atd.) dospějeme k faktoru tělesné výšky a k~aktoru šířky. Tyto faktory bu-

' dou korelovat, co! je zcela přirozené. Podobně koreluje poněkud inteligence 
s dominanci, sociabilita s impulsivitou atd. 

Kohou-li faktory navzájem korelovat ·a mohou-li mít tyto korelace smysl, 
je přirozené pokusit se o falctorování těchto korelaci. To. je faktor-0vá ana­
lýza druhého •řádu. Při' dostatečqé odvaze je možno provést i faktorovou ana­
lýzu třet-iho řádu. 

Faktorováni vyššího řádu . se provádí stejně jako ~alýza prvního řádu. 

~praktic!tl:_!ýznam je malý pro velké technické nea~á%e (zvláště nespoleh­
livost odhadu korelací mezi fak:tory a malý počet faktorů, zejména jasně iD­
terpretovatelných, které lze získat v jednom.výzkumu). Otenáři tohoto textu 
faktorovou a.nalýzu 2. řádu nedoporučujeme. Faktorový model o ví~e než dvou 
"patrech" (první odpovídá testům, druhé falctorilm ,prvního řádu) má však znaě-­
ný teoretický význam. Jsou · na něm založeny tzv •. hierarchické faktorové 
teorie osobnosti. 
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Obr. 9. Hierarchický systém struktury osobnosti (podle Cattella) • . 

Jako příkl~4 hierarchické teorie osobnostní struktury uvedeme Cattell~~ 

systém faktorů (viz obr . 9). K tomuto · schématu přičinime několik poznámek, 

které jsou důležité pro správné pochopení tohoto i jiných podobných systému . 
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1. Uvedená hierarchie je odvozena z dotaznf~~vých dat. Některé z fakto­

rů jsou potvrzeny faktorováním posuzovacích škál, ale ne tak bezpeěně , aby­

chom na tom mohli mnoho stavět. Cattell konal také ř'adu výzkumů s tzv. ob­

jektivními testy osobnosti a faktory získané v těchto výzkumech jako primár­

ní faktory (z korelací mezi testy) se zdají být přibližně na úrovni introver­

ze a úzkostnosti, nikoli na úrovni primárních faktor~ získaných z dotazníko­

vých dat. Zdá se, že lze - podle povahy projektu - z·iskat faktory na různé 

úrovni 0Ě~9~l • 

2. · Existuje .ještě fe.da dalších dotazníkových faktorů, které jsme do na­

šeho ilustrativního schématu nepo jali, protože nemají vztah ani k introverzi 

ani k úzkostnosti. Cattell sám mluví v poslední době o ex~stenci asi 23 do­

tazníkových faktorů charakterizujících normální populaci~ c ri,kolika dal­

ších faktorech patologických. 

). Sloupec napravo obsahuje vlastnosti (charakteristiq chováni) až na 

určité úrovni zobecnění. Kdybychom vyšli z faktorové analýzy velkého množ­

ství testů, které by byly všechny zaměřeny na oblast submisivnos ti a které 

by tedy dávaly velmi detailní obraz této vlastnosti, vyšly by nám pravděpo~ 

dobně ještě subfalq;orr submisivriosti (závislost, skromnost atd.). Jejich 

teoretická i praktická hodnota by _asi _byla sporná , ale jisti si tím nejsme . 

4. Pojmy v uvedeném schématu jsou přibližné., někdy neurčité . Jde 

o ilustraci · výkladu o fakt orové analýze, nikoli o závazny popis osobnostní 

struktur!• Některé empiricky zjištěné faktory lze jen velmi nepřesně označit 

známými termíny. 

~ 

5. Naznačená struktura osobno sti nebyla . prokázána jedním výzkumem, ve 

kterém by se doělo od testu (vpravo) až k faktorům druhéhú řádu (vlevo) 

v takové jasnosti a jednoznačnosti , jak sugeruje grafické vyjádření. Jde spí­

še o ne zcela průkazný souhrn/ většího množství studií, kdy -se například vy­

jde z dotazníkových škál , které se považuj{ za reprezentanty faktorů a z ko­

relací mezi nimi se odvodí introverze a úzkostnost ,. Sama existence introver­

ze a úzkostnosti je ovšem vcelku ;nepochybná - i když jejich poznání není 

ještě dost podrobné a určité. 

Cvičení ' 
1. Cim se liší technika faktorové analýzy druhého řádu od b~žného faktoro­

v~ni korelaci mezi testy? 

2. V čem jsou nojvětší obtíže faktorové analýzy vyšších řádů? 
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3. Proč faktory vzájemně koreluji? 

4. Co odpovídá specifickým faktoróm při faktorov~ anaÍýze druhého řádu? 

; 

J 
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Kapitola III. EXTRAKCE FAKTORfl Z KORELA0Nt MATICE -----
V předcházející kapitol~ jsme se zabývali faktorovým modelem a postu­

povali jsme v podstatě deduktivně. Z hlediska faktorové analýzy to věak zna­
mená postup "od konce", od výsledku. Hyní. známe swj cíl a mMeme se ptát, 
jak ho dosáhnout. 

tlkolem faktorové analýzy _je odvozeni faktor~ z korelací, z korelační 
matice. Tento procee má dvě hlavni fáze, extrakci a~!• Extrakce faktoro 
vede k faktorové matici, v niž je - a! na malé residuum - obsaženo stejné ' . 111Dožství informaci jako v korelační matici. Oasto se mluví o kondenzaci ko-
relační matice ve faktorovou matici, protože faktorová matice je zpravidla 
daleko menši a přehlednější než výchozí korelační matice. 

Faktorovou matici, která je výsledkem ~xtrakce, nazýváme nerotovanou. 
I • 

Tím už naznačujeme, že analýza není u konce, že je třeja ještě provést tzv. 
I rotaci. Tou se ·budeme zabývat v následující k&pitole. 

A) Centroidní metoda (návod k výpočtu) 

/ 

Domníváme se, že - .vzhledem k rozšířenému používání samočinnýc·h počíta-
čd - bude málokdo provádět extr&lcci faktoru na "kalkulačce" nebo dokonce 
"ručně". Kromě toho není pro psychologa d~le!ité, aby rozuměl procesu ex­
trakce matematicky. Kd!e se v tom plně spolehnout na matematik&. Přesto za­
řazujeme výpočetní návod k extrakci faktoru z miniaturní korelační matice, 

· protože někteří čtenáři se budou cítit ve faktorové analýze bezpečnější, bu­
dou-li vědět, te ji dovedou provést od začátku až do konce. · 

Použijeme centroid.ni metody, která je velmi jednoduchá a ,,-ýpočetně snad­
ná. · Uaožňuje také jistý "intuitivní" vhled do procesu extrakce faktorů. Meto­
da hlavnich os, které se dnes běžně použivá a která je o něco přesnější, je 
bez samočinného počíta~e takřka neproveditelná. 

Budeme_ faktorovat korelačni matici z tabúlk:y 5. Prvni ťáze postupu je 
naznačena v tab. 6. Především si povšimneme hodnot v diagonále. Jedničky 
jsou nahrazeny odhadnutými komu.nalitami. Použili jsme nejjednodušší aetody 
odhadu, za komu.nalitu považujeme nejvyšší hodnotu v příslušném řádku, tj. 
nejyYŠŠÍ korelaci, které ten který test dosahuje. 
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·Te.bulk& 5. Korelační matice ke cviěné centroidni extrakci taktord 

-------------------------------- ----------------1 ·2 3 4 .5 
------- ---~-----------------------------------

1 1.,00 o,oo -0,42 0,54 • -0,12 

,2 .o,oo 1.,00 -0,32 ·0,00 -0,64 

3 _-0,42 -0,3i 1;00 -0,63 0,46 

4 0,54 o,oo -0,63 1,00 -0,18 

5 -0,12 -0,64 0,46 -0,18 1,00 

------- ------------------------- ---------------

' 
Ta.bulka(? . Upraven,f. korelaaní matice s naznačeným výpootem 

1. ceDtroidního faktoru ________ r ____ i ____ ---;------:;----
4 -5 -

\ ------------------------· -------- ----------------------
.l 0,54 o,oo 0,42 0,54 0,1,2 

2 o,oo 0,64 0,32 o,oo -0,64 

-3 0,42 0,32 0,63 0,63 , , I o ·46 , 
' 

-4 0,54 o,oo ·0,63 0,63 0,18 

-5 .0,12 o.,64 0,46 . 0,18 0,64 

sJ 1, 62 ·1,60 2,46 1,98 2,04 T • 9,70 

*jl ·0,5202 0,5137 0;1a99 0,6357 0,6550 

-----------·-·---·- ----------------------.-- -------------------

Oást korelaěnícb koeficientů - v tabulce 5 .je záporni.. Těchto záporných 

aísel .se zbavíme. Víme již, !e smysl ,každého .testu milieme obratit. 'l'eet 7 kte­

rý měří inteligeDci, m1'i!eme nazvat "nedostatek inteligence", obrá.tillle-li nor­

movací tabulky tak, aby se za horši výkon ·dávala vyšší známka. Změnime-11 

směr Měření, ·změní se také všechny · ko;elace ·příslušného testu se všemi jiný-
. . 

mi testyo Jejich _ l_lbsolutní hodnota zůstane stejná, změ'D.í se věa,lc jejich zna-

ménko. Hůžeme tedy předpokládat, h jsme u některých t'e'stů takovou změnu . pro-
• ✓ 

vedli a změnit •v jej~ch řá~ a sloupci v korelaění ma.tici viechna znaménlc:ao, 

K~ž t-o provedeme v našem pf-ípa~ě a třetím a pátým testem, zmizí všechna zá­

porná znaménka. a dostaDeme korelaění matici uvedenou v tabulce 6: Všimněaé 

•si, že u pořadových ěíoel třetího' a pitého testu mám~ ny~í ziporné znaménko. 
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Obráceni ka.ždého testu je třeba zaznamenat. (Někdy dochází v prů~ěhu extrak­
ce k několika. změnám znaménka. u téhož testu.) 

Představme si tea výsledek, kterého chceme dosáhnout - uspořádáni 
' n testových vektorů v prostoru m ortogonálních spoleěných faktorů. Souřadni-

ce kóncových bodů testových vektorů v souřadnicové soustavě tvořené nezávis-
lými faktory jsou totožné s faktorovými zátěžemi. Půjde tedy~ n bodů urěe-
ných souřadnicemi 

(all al 2 ... alm 

(a21, a 22 ••• a2m 

. . . . . . . . . . . 
(anl an2 ... a nm. 

. , 
Centroid je totéž co· těžiště. A c~ntroidni metoda se tak jmenuje proto, že 
jejím principem je post~pné prokládání faktorů těžištěm skupi ny koncových bo_­
dů v m-, (ní-1)-, • • • at jednorozměrného prostoru. 

· souřadnice těžiště uvažovaných bodů ·v m-rozměrném prostoru jsou, 

' 
1 n 1 n . 1 n 

(7L. ~ ,nL. 8ic2' ••• •n~ ~) · k-1 · k=l ksl 

Protože t!Jito ·těžištěm chceme proložit první faktor (první osu souřadnic), 
musí být druhá až m-tá souřadnice těžiš~ě nulová, tj. musí platit 

2 a. .. • í: a. • 
k K2 k K) ••• 

Abychom odvodili návod, jak vypočítat první souřadnice n koncových bo­
dů, tj. hodnoty 911 _, a21 , ••• , a01 , musíme se -vrátit k základní rovni­
c~ faktorové analýzy, vyjadřující korelaci mezi dvěma proměnnými pomocí fak­
torových zátěžis 

(j, k • 1,2, ••• ,n) 

Sečteme-li všechny korelace v j-tém řádku .redukované korelaění matice 
2 2 2 ( včei;ně diagonálního prvku h j = a jl + • • • + a jm ) , do.staneme 

~ r jk -= a jl ~ akl + • eo + a ja ~ aklll ( j • 1, • • • , n) • 

S výjimkou prvního jsou všechny členy · na pra~é straně rovny nule, můžeme pro-
to psát 

✓ 

(j • 1, ••• , n). 
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Dalším sečtením - přes j - dostáváme, 

L 
j 

L ajl 
j 

' 2 "'(L akl) 

Z posledních dvou vztah~ už je jasný vzorec pro výpočet zátěži prvního 

centroidniho faktoru, 

~ rjk 
(j = 1,2, ••• ,n) 

' Zátěž j-té proměnné je tedy rovna součtu korelací v j-tém řádku _(nebo sloup-

ci) děleném odmocninou za součtu všech prvk~ redukované . korelační matice. 

Pro náš příklad je výpočet naznačen v tab. 6~ Součty jednotlivých sloup­

ci'.\ jsou zapsány v řádku označeném S j • Celkový součet T • 9, 70. 'Zátěže a jl 

uvedené v dalším řádku jsou pak počítány podle vzorce, 

(j • 1,2, .... ,n) 

\/T 
Po patřičných změnách · znamének tyto hodnoty zapíšeme do prvního sloupce fak- · 

torové matice (tab. 7). 

Tabulka „7. Faktorová matice, ,získaná. jako výsledek centroidní extrakce 

z korelační matice v tabulce 5 

--------------------------------.---
. ' ------------------------------------------

1 0,5202 -0,4336 

2 0,5137 -0,5834 , 
3 -O, 7899 -0,1818 

4 0,6357 0,5465 

5 -0,6550 0,4996 

-------------------~---------------

Dalším krokem ~e výpočet reziduálních korelací po prvním faktoru, tj. 

·hodnot 

I 

Maticově zapsáno, výpoěet matice 
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kde Q1 je matice a pryky aj 19.:1 • ~počítáme tedy . nejdříve matici~ (v dia­
gonále jso~ čtverce faktorových zátěž~, mim~ diagonálu jejich souěiny) a tu 
pak odečteme od výchozi (upravené) Jcorelaěni matice. Reziduální korelaěni m&-
tici obsahuje tab. a. 

Tabulka 8. Reziduální koreiaění matice -po extrakci 
1. centroidniho faktoru 

--------_ \ _______ --------------------------------
l 2 -3 4 -5 ------------------------ ------------------------

l 0,2694 -0,2672 0,0091 0,2Q93 -0,2207 
2 -0,2672 0,3761 -0,0058 -0,3266 0,3035 

-3 0,0091 -0,0058 0,0061 0,1279 -0,0574 
4 0,2093 -0,3266 . 0,1?79 ,' 0,2259 -0,2364 

-5 -0;2207 0,3035 -0,0574 -0,2364 0,2110 
-------------------------------------------------

Reziduální korelaěni matici máme vysvětli~ pom~cí dalších (m-1) takto-
rů. 

Při extrakci druhého centroidniho faktoru postupujeme podobnýa způso­
bem jako při extrakci pryébot Těžištěm. n .koncových bodů testových vektor~ 
pro1~liae v (m-1)- rozmirném prostor~ druhý faktor, kolmý k předchozúau. 

' . ~ 

Muaíse si viak uvědomit jednu potíž, na kterou v této aouvisloati na..ra­
zimea Reziduální (• -1)-rqzm~rný prostor je kolaý k prvniii~ centroidnimu fak­
toru, tj~ prvni souřadnicové ose, na ni! le _U těžiště. Proto Joou v rezi­
duálni • prostoru souřadn,ice tHiště nulové. 

Jaanějši to bude algebraiclq: Souřadnice koncových bodd vektoŇ pro­
aěnnjch te! jaou 

. (al2 81_3 ••• 81.. ) 
(a22 &23 ••• ·a2m ) 

... 
• • • • . • • • • • • • 

ta.n2 an3 ••• a ) 
DIA 

a souřadnice jejich tě!iitě 

1' L ...L ·L ...L ~ ....... aj2, e.j) ajm n Jl t ••• t n j j j 
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Podle předpokladu ze str. 44 jsou to samé nuly. Tě!iště v tomto 

(a-1)-rozměrném prostoru tedy leží v poěátku a postup, který jsme µžívali 

pro stanovení prvních sol.lřadnic, není•pro výpoěet hodnot aj 2 přímo použi~ 

telný. 

Tato potíž se překonává prostým trikem - otočením některých proměnných. 
Změníme-li ·o 1so 0 směr některých testovýeh _vektoru, změníme pochopitelně 

i konfiguraci jejich koncových bodů a její těžiště tím posuneme z počátku. 

Pá.k už budeme moci při extrakci druhého faktoru , postupovat zcela stejně jako 

při extrakci prvého. 

Při z~ěnách ,orientace některých testů máme p~chopitelně zájem na tom, 

aby těžiště celkové konfigurace n koncových bodů -bylo posunuto od počátku 

·co nejdále. Zpřesňuje se tím totiž poloha. druhého faktoru, který pa.k také vy­

čerpá větší část celkové variance proměnných. Největšího posunu docílí.me 9 

když . z reziduálnj korelační matice odstraníme pokud možno všechna záporná 

znaménka. (Podobně a za podobným účelem jsme upravovali už výchozí korel~­

ni matici.) Pro tabul~ 8 toho docílíme, změníme-li znaménka.. druhé a páté 

pr0111ěnné~ 

Upravená reziduální matice je uvedena v tabulce 9. 

Tabulka 9. Reziduální korelační matice upravená pro extrakci 

2. centroidního faktoru e naznačeným výpočtem 

----------------------- ---------- ------------ -----------1 -2 -3 4 

--------------------------------- ------------ -----------
1 0,2672 0,2672 0,0091 0,2093 

-2 0,2672 0,3266 0,0058 0,32~.6 

-3 0,0091 '- o,~58 0,1279 0,1279 : 

4 0,2093 0,3266 0,1279 , 0,3266 

5 0,2207 0,3035 0,0574 0,2364 

sj 0,9735 1,3097 0,4001 1,2268 

aj2 9,4336 0,5834 0,1818 ·. 0,5465 

----------- -------·----- ---------- ----·-------------------

------------5 

------------
0,2207 

0,.3035 

0,0574 

0,2364 . 

0,)035 

1,12:l.5 
T C '5 ,0396 

0,4996 

------------
, Komunality jsou znovu odhadnut1 jako nejvyšší hodnot.y v příslušných řádcích • 

• 
Proměnná č. 2 má zn&iménko - ; proměnná č. 5 znaménko+ .,- protože , jsme ji no- : 
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vou změnou znamének vrátili p~vodni orientaci. (Proměnná č. 3 si zachovává • 
záporné znam~nko z předchozího kroku.) _ 

Výpočet zátěží druhého centroidni~o faktoru se provádí přesně stejně 
jako u prvého; hodnoty aj 2 z posledního řádku tab. 9 po změnách znamének 
přepíšeme do druhého sloupce faktorové matice (tab. 7). 

Nyní vypočítáme druhou reprodukova.no~ korelační matici a odečteme ji _ 
výše .popsaným způsobem od reziduální matice ·uvedené v tab. 9. Tím dostáváme 
druhou reziduální korelační matici (viz t ,ab. 10). Hodnóty v této matici 
jsou prakticky nulové, proto dále nefaktorujeme. Kdyby v ní byly dostatečně 
vysoké hodnoty, faktorováni by pokračovalo dalším krokem, stejným, jako byl 
druhý krok. 

Tabulka 10. Druhá reziduální korelační matice 

---------------- ----------------- -------------·---1 -2 -3 4 5 ---------------- ----------------- ----------------
1 0,0792 0,0142 -0,0697 -0,02'77 0,0041 

-2 0,0142 -0,0138 -0,0203 0,0078 0,0120 
-3 -0,0697 -0,0203 0,0948 0,0285 -0,0334 
4 -0,02'77 0,0078 0,0285 0,0279 -0,0366 
5 0,0041 0,0120 -0,0334 -0,0366 0,0539 

---------------- ----------------- ----------------

B) Další metody extrakce .faktoru 

Centroidní metody mužemé použit,chceme-li se rychle orientovat v malé 
korelační matici. Nemáme-li snadný přístup k počítači , můžeme takto faktoro­
vat i korelační matice obsahující přes 20 testu . V Thurstonově psychometric­
ké laboratoři se centroidně faktorovaly i matice obsahující více než 60 tes­
tů, což ovšem vyžaduje vel~i mnoho času, trpělivosti n vypočtářské přesnosti~ 

Samočinné počítače umožňuji použití mnohonásobně náročnějších metod, 
n3př. dnes nejčastěji užívané metody hlavních os (principal axis method) 
i nejmodernější, ale i na počítačích neúměrn~ časově náročné metody La~leyovy. 

Velká většina současných faktorových studií používá pro extrakci fakto­
r~ metodu hlavních os . Její pochopeni vyžaduje důkladnější znalost maticové 
algebry. Nebudeme se jí zde zabývat podrobněji, protože pro jen trochu 
větší korelační matice je bez samočinného počítače prakticky nezvládnutelná. 
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Matematicky je však její hlavni m.yšlenka vcelku jednoduchá a jeji znalost 

uži"teifoá i pro psychologa. 

Vycházíme z redukované korelační maticé a úkolem je postupně extrah?vat 

vzájemně nezávislé faktory, z nichž každý vždy vyčerpá maximální mo!nou část 

celkové variance. 

Nejdříve tedy máme určit první faktor tak, aby jeho příspěvek k celkové 

varianci byl maximální. Z matematického hlediska Jde o nalezeni takového 

vektoru a11 , a21 , ••• , anl, že 

za podmínek 

lil 

rjk = L ' a . a. 
p=l JP .K:J> 

2 
••• + anl = maximum 

(j , k= 1,2, ••• ,n). 

Ctenář, který zná lépe matematiku, ví, že -jde o hledáni vázaného extré­

mu; které se zp:.~vidla provádí metodou tzv. Lagre.ngec;vých mult~piikátor~. 

Odvodí si -proto sám, že tato úloha n~konec vede na řešení soustavy n (homo-

genních) rovnic 

(h2 -
l 'J\.}°ap + 

r2lall + 

r31'\1 + 

, O . . . . . . . 
+ 

on neznámých 

rl2a21 

2 
(h2 ... >. )a21 

• 

r32a21 

. o . 
r a 
n2 21 

. . . 

a.ji: 

+ rl3a31 

+ r23a31 

+ (h2 
3 - )., )a31 

o . o . . . . 

maticově (R - J.. I) a : O, 

kde ). . "" ~ 2 
L ajl• 
j=l 

+ ... + rlnanl C o 

+ ... + r2nanl = o 

+ o •• + r3nanl .. o 

. o . . . . • . o . • • • . . 
(h

2 
- '')\. )a = O, 

n nl 

Tato soustava má nenulové řešeni právě tehdy , je-li matice sousta vy 
singulární, tj . je-li 

\ 
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(~ - A) r12 rl3 .... rln 
2 

r21 (h 2 - A) r23 •o• r2n 

r31 r32 (h~ - ).. ) ••• r3n 
•IR-AI.r• o . 

• • • • • • . o • • • • . • . • • • . . . • . . .... 
(h2 rnl rn2 rn3 .... - X) D 

Rozvineme-li tento de.termine.nt, dostaneme mnoho~len n-Uho stupně - tzv„ 

charakteristický polynom matice R. 

V maticová ~lg6biLe je roviii~e I R - A I I .., O nazývána charakteristickou 

rovnici. Je to rovnice n-tého stupně a neznámou )... , o jejích! vlas:tnostecb 

existuje dosti rozsáhlá matematická teorie. Pro nás staěi, že vlachny její 

· kořeny ·- tzv. ~harakteristická nebo t'1ké vlastní číala .;. jsou ·reál'né a dosa­

: zení K:Ořenu ,zredulcuje hódnost 1m&tie$ :vusiavý, tek!e soustava rovnic má pak 

nenulové řešeni. 

Protole neznúá ~ je rovna La~1 , tedy výrazu v
1 

, k:teey mé.ae maxi­

malizovat, musi~e ·pro extrakci prvňího hlavní~~ ťaktoru použit největiího 

r, icořenů A! • Po jeho c!~!!:0:Ú,il:1 do soustavy homogenních ronie ( jež pak „ú 

nekonečně mnoho řešení, která jsou všechna úměrná jednomu, tj. vyjádřitelná 

jako c [ o<. ll, <X.. 21' • u , o<.. Dl ] ) , ste.č"i pa.k její libovolné řešení 

[ <X. 11, CX. 21, • • • , CX. nl ] upravit ta.k, aby součet čtvereil složek ťohoto 
vektoru byl roven .A 1 ·, tj. dělit jednotlivé aloik:y V L Civ_ ~l a násobit 

\ 

(jal, 2, ó•• , n) 

Druhý hlavni faktor by se měl extrahovat z matice R1 • R - ":i_ , tj. 

z ~eziduálních .korelací po prvním faktoru ('¾. m a1a{)• Když užijeme na ma~ 

tici R1 tého! postupu jako na R~ zjistíme, !e s výjimkou A 1 jsou vlastní 

čísla R1 totožná ·s char~eristickými čísly Ro Jinak řečeno, pro extrakci 

druhého faktoru není třeba pra~ovat s reziduální maticí R1 a hledat její 

největší. vlastní číslo, ale stačí vzít )\. 2 , tj. podle velikosti v pořadí 

druhé největší vlastni číslo p~vodni matice R. Toté! pochopitelně platí pro 

třet_í a d~lš í hlavni faktory. 

Každému vlastnímu Halu R tedy odpovídá jeden faktor, přič·emž jeho pří­

spěvek k celkové varianci proměnných je roven právě tomuto ch~rakteristické­

mu číslu. 
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Mapiise ai soustavµ · rOTnic, ze , lcterých aiakáváme hodnoty &jp, _ jeětě 

jrinou: 

(R -.AI) ot. • O 

Po. roznásoben! dostaneme vztah 

' B oc. ' - .A'?(,• O, 

respektive 

R OC. ,. )..oc. • 

( cc. jo sloupcový Yelctor jak,ho­

koli řeiení této rovn±c .e) 

Tento vztah se pro definici charakterist ickýc h čisel často užhá v matemati­

ce, p~otože dovoluje k:roaě nich definovat také tzv. charakteristické vektory 

ex.. , pro ně! plat i. Všimněme si, . že faktory jsou vlastně t~ká che.r~kteris-

tic.ké vektory - u.prav:ené tak, aby L a~ • A - ~ 
j JP p 

Zadává-li tedy psycholog řešeni metodou hlavních os , matematikovi nebo 

programátorovi, ktert sám f.~orovou analýzu - nezná, stačí předat mu kor~la~­

ni matici R s pokud možno dobře odhadnutými diagonálními prvky (ze ·jména . ' . 
u menších mat1ic , u; větš'fch je · možno · začina.t i s jedničkami) a požadav!cem, aby 

. t , 
určil ,char~kterietická čísla a vektory této matice. Ve větiině případů naj de 

n~ tuto úlohu v k:niho:vně progrwau program: už hotov.$• ('obvykle tzv o _Jaeo.biho 

metoda diagonalizace reálné symetrie~é matice) .• Charakteristické vektory je 

ovšem ješ~ě třeba upravit tak, aby součet čtverců jejich složek byl roven 

příalušn•ému charakteristické •mu. čislue Pak už zbývá "jan" urči't, kolik f'akt&­

ru je třeba vzít v úvahu, eve.nt. požádat . o· nový výpočet e přesnějšími odhady 

komunalit. 

Zbývá ř'íci, jak Týsledky obvykle vypadají . Pokud vych:ázíme z matice 

s je•dničk:ami ·v diagonále, je obvykle m = n, tj. počet fa.letoro roven počtu 

proměnných; jinými slovy - charakteristická čísla jso~ všechna -kl&dná. Pokud 

· dosaz~jema do diagonály R odhady komunalit, měla by ·být - poku.d jsou odhady 

dobré - vlastni ěisla nezápor ná; při přesných odl1adech by jich měl'O být pra­
vi -111 kladných (a zbývajících n - m rov.nýeh .nule). V -praxi obvykle nejsou od- -

t . 

had,y talc kval _itni, aby to opravdu vyšlo takto precisně-. Proto se pak pro ur-

čeni počtu faktoru uživá ruzných (přibližných} metod, o nichž &e zmiĎujemo 

na jiném místě. 
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C) Odhad komunalit a stanovení počtu faktorO 

- . 
1. Odhad komunalit ,, 

Fři centroidní extrakci falctor-l z mi~iaturní korelační matice, kterou 

jsme provedli ne. str. 42 , jsmě dosadili do diagonály jako komuna.litu pro­

. stě nejv7šší. hodnotu v příslušném sloupci ( ai řádku, což je t ot_éž ) • . To je 

nejjednodušší a nejhrubší odhad. 

Byly navrženy přesnější metody odhadu·_ komunalit, přičemž · v~ak není 

jisto, která je nejlepší. Např~ je možno odhadnout komunalitu jako ětverec 
' . 

yicenásobné korelace mezi daným testem a všemi ostatními te~tl v matic i . 

Další zpře~nění je možné iterativní metod.E~= Komunality se urči .z vý­

sledné faktorové matice, dosadí se do diag onály korelační matice a fakt oru-. 
je se znovu. Tento proces je třeba opakovat - několikrát. Po každém opakování 

se kontroluje, jak se komunality změnily. Jsou-li změny zanedbatelně malé, 

považují se komunality za definitivní. 
,, 

Zajímavý problém, který však přesahuje rámec těchto prolegomen,vzniká, 

jesťliže iterativn ,í stanovení komunalit vede k_ různým výsledků~ podle t oho, 

s jakým odhadem začneme. Rozdíly bývají nep~trné a pro praktické používání 

metody bezvýznamné. 
; ., 

2. Počet extrahovaných faktorů 

Kolik faktorů e~trahujeme z dané korelační matice? V našem případě jsme 

po extrakci druhého faktoru zřetelně viděli, že reziduální korelace jsou 

prakticky nulové. To však je konec . kon~ů přece jen subjektivní odhad, který 

může být - zvláště u velkých korelačních matic - nespolehlivý. Nejjednodušší 

je prozkoumat po extrakci každého faktoru rezid .uální korelační matici. Jest­

liže ro~ložení reziduálních korelací odpovíd~ náhodnému rozložení kore~!cÍ 

při da.n~~_počtu_2~, lze faktorování považovat za skončené. 

V současné době se používá přesnějších odhadů pro počet fakt.orů, jež 

mají být extrahovány z dané korelační matice. Je možno doporučit Kaiser-
-

Gut~manovo !l"itérium. Při jeho použiti se nejprve vypočítají vlastní hodno-

ty .korelační matice při jedničkách v diagonále a počet faktÓrů se určí jako . .. 

počet vlastních čísel větš_ích než l. Při velkých korelačních maticích však 

tato ·metoda snadno vede k extrakci nadměrného počtu faktorů. 

Je třeba upozornit na mylnou domněnku, že neškodí, extrahujeme-li z ko­

rPlační matice . méně nebo naopak více f~ktorů, že nadbytečné faktory stejně 
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nakonec něJak odpadnou jako bezvýJnamné nebo že - při extrakci menšího poč­

tu - poslední statisticky významné faktory jsou už stejně relativně nedúle­

žité. V konečné!.1!-_!",2!;..2.Y..aném řeš!?ní.J.....Ervní. "větši" faktory vycháze,jí poně}rud 

v závislosti na počtu extrahovaných faktorů. C~ttell _ dokonce vysvětluje ně­

které dosti významné rozdíly mezi svými výsledky a výsledky H.J. Eysencka 

· tím , že Eysenck extrahuje méně faktorů, ne·ž by bylo záhodno . Cattell ovšem 

často •překračuje počet faktorů stanovený Kaiser-Guttmanovým kritériem a v je­

ho studiích se chronicky objevuje více faktorů, ·než by z, stejných korelač­

ních matic extrahovali jiní badatelé ~ Počet faktorů u něj někdy dokonce do­

sahuje poloviny počtu testů , což. je podle většiny autorit nepřípustné. 

Určení počtu , faktorů je poněkud; závislé na odhadu komunalit. Obecně pla­

tí, že čím výše stanovíme komunality, tím větší počet faktor~ vychází. · Na­

opak určíme-li napřed počet f.aktorů, jsou tim do značné míry dány také komu­

nality . Při větším počtu testů (a zejména obsah~je-li, korelační matice řadu 

vysokých hodnot) hraje tato souvislost nepetrnou r oli . 

Ve faktorové analýze se zpravidla sna žíme o maximální kondenzaci kore­

lační matice, to znamená o její převedení na faktorovou matici o co nejmen.­

šim počtu faktorů. Tato - zásada, zavedená ·spearmanem, zce la převládla. Po­

kud ·platí , je stanoveni počtu faktorů i celá procedu r a extrakce zcela v ru-
' kou matematiků, protože jde o jednoznačně zadaný . úkol . 

Avšak již před mnoha lety upozornil Godfrey H. Thomson, že zá sa da mini­

málního počtu faktorů zároveň maximalizuje úlohu spe9,ill~gch fal\1orúo 

Při malém počtu testů můžeme s přehledem uvážit následující přikladp Má­

me korelační matici ze tří testl (tab. 11). Dosadíme-l i do diagonál y hodnoty 

0 , 36, dostaneme centroidni metodou snadno výsledekJ jediný faktor 9 _aytfoi 

všechny tři testy stejně. flešení je jednoduché, na prv ní pohled optimální. 

Podívejme s~ však nyní,na tab. 12, kde je uvedena faktorová mat i ce o třech 

společných faktorech a tř~ch test ~ch. Snadno s e přesvědčíme, že korelační 

matice vypočítaná známou ~et odou z této faktorové matice je - opět matice 

z tab. 11! Kdybychom do diagonály této korelační matice dosadili hodnoty 

0 ,72, dostali bychom (po rotaci) tř:I. faktory z tabulky 12. 
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"Tabulka .ll. Korelační matice a její nejjecinoduHi faktorově 'řešení 

1 2 '3 

----------- ------------ ---------------------
1 1,00 0,)6 o.,36 l 0,6 
,2 0,.36 1,00 ·o,J6 2 0,6 

3 0,36 o,~6 1,00 3 0,6 

----------------------- ---------------------- --------- -----------. . 
Tabulka 12. FaktoroTá matice vyhovující kor~laěni -matici z tab. 11 

-------------------------------------- ------------• 1 

--------------------------------------- ------------
l 0,6 o/6 - O,O 

2 0,6 o,o 0,6 

3 o,o 0,6 0,6 

------------- -------------------------- ------------
Godfrey H-. Thomson užíval a oblibou pro podobné -úvahy obrázkd, ~e kte­

rých byly korelace znázorněny jako překryvy ploch~ Faktorové ř·ešeni z tabul­

ky 11 můžeme znázornit překryvem ~ří elips v_ jednom místě (jde o tři aplýva: 

jicí proniky) ., tabulku ·) třemi odlišnými 1>řekryvy -::: viz obr. !O. 

b) 

Obr. lOa. Jediný spoleěný faktor Obr. lOb-. Tři apole·ěné faktory 

Obr. 10. Gr~fioké znázornění dvojího faktorového složen~ tři testda oboji 
fak'-torové .složeni vede ke stejným korelacím · (viz ·tab ,. 11. a tab.12.) 

Na uvedeném příkladě jne u1m.za111>, !e snaha o minimáln~ poěet fakto­

ru m~že vést k mylným výsledlrom. Jinak řeěeno, předpoklad. že minimálnj 

·poěet f'aldord povede k nejlepšímu řešeni, je už hyJ,?otéze., která nemusí být 

spráyná. 

----------------------------------
l} Je možno to také dokázat obecně. 
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Rozhodně ětenáři nedoporuěujeme, aby z ndí metodologické pocbfbnosti 

vyvodil praktické závěry a dosazoval komunality podle svých byp~téz1). Dostal · 

by se brzy dp nes~zi, o nich! - je-li ve faktorové analýze zaěáteěnikem - _ 

nemá představu. Ketody odhadu komunalit a urěováni počtu faktorů, které 
I 

jsme uvedli, jsou osvědčené a není ·radno uchylovat se od nic h bez dostateč-

ných d~vod.0 a bez hlubok,ho pochopení faktorové analýzy. Chceme však jil na 

tomto aíatě · zdaraznit to, k čemu se, ještě nejednou vrátúaes Faktorová matice 

je vidy jedním z nekonečného poětu mo!ných řešeni korelaěni matice• V!dyclq 

si musíme být vědomi: takto 11d!e to být, ale je to řešeni", které se musí pro­

sadit konec koneU svou ps1ehologickou přesvědčivostí, nikoli jen svou mate­

matickou elegan _cí a úsporností. 

D) Dwyerov,- extensni analýza 

1 

\. 

1 

n 
() 

v 

B 

C 

n 1 m 
1 

A li · 

n. .__ _ ___. 

-~ I I 
I I 
I l-
i D I 
I I 
I I 
I I 

v I I ._ __ .J 

Obr. 11. Mátice vstupující do Dttyerovy oxtensní &nalýzy (A, B, C) a -výsledná 
matice D.{Vysvětlení v t~xtu.) 

1) Chce-li tak přes naše varování učinit, nechi pamatuje, že komu.nalita nem~­
le být vyšší ne! spolehlivost daného testu, tj. · 

h 2 .!: 
r jj • 
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Jestliže jsme faktorovali korelační matici a máme k dispozici je!tě ko- ' 
relace mezi testy této matice a dalšími testy, můžeme zjistit faktorové zá-

~ 

těže těchto dalších testů . 

ObjaenÍJ!le nejprve danou situaci obrázkem (viz ·obr. 11, str . 55). Před­
pokládejme, že jsme faktorovali korelační matici on testech . Je označena 

písmenem· B. K této korelační matici přiléhá matice C. V ní jsou korelace 
mezi testy 1 až na testy o až v. Výsledkem faktorové analýzy korelačníma­
tice B je faktorová matice A (nerotovaná). Pod faktorovou maticí A je čárko­
vaně pfikreslena matice D, kte r á je jejím pokračováním, ttextenzí" . Výpočet 
této matice je naším úkolem. 

~ešení je v podstatě snadné. Výchozí rovnice je 

C = DA' 

odtud vypočítáme, že 

D = CA (A'A)-l 

(24) 

(25) 

. Ze znázornění na obr . 11 by se mohlo zdát , že ·matice D je menší než matice A, 
že původně faktorovaných testů j e více ne ž přidaných testů . To však není nut­
né. Může jich být naopak bez obtíží daleko vice . Výpočet je totiž - zvláště 
při malém počtu testů v matici B - relátivně málo pracný. 

Jaký je rozdíl mezi výsledkem extensní analýzy a mezi maticí D, která 
by vznikla jako součást faktorové ma.tice při f aktorováni úplné korelačníma­

tice o rozměrech v x v? 

Rozdíl je v tom, že při extenzní analýze nebere me zřetel ke korelacím 
mezi testy o až v. Korelace v asymetrické matici C nejsou brány v úvahu při 
odhadu komu.nalit testů 1 až n. Při faktorování úplné korelační matice by 
tedy zpravidla vyšlo - vic e faktorů a i první f aktory by byly poněkud odlišné . 

Dwye r ovy extenzní analý zy můžeme použit z různých důvodů. Uvedeme tři 
z nich: 

1. Nestačí-li kapacita našeho počítače k normálnímu faktorování velké 
korelační matice , umožňuje Dwyerova extense z~ládnout tento úkol aspoň při­
bližně . Musíme si ovšem velmi dobře rozmyslet , které testy faktorovat akte­
ré dodatečně připojit Dwyerovou metodou. 

2. Faktorování celé korelační matice by vedlo k nepřehledným · výsledkum. 
Ta~ by tomu mohlo být zvláště při faktorováni velkého množství dotazníkových 
položek. Pak je možrio faktorovat jen vhodně utvořené dotazníkové škály a ex­
tensni analýzou připojit zátěže položek. Tohoto postupu lze použit při nároč­
né položkové analýze. 
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... 

). _·Oást testů, které faktorujeme, tvoří homogenní skupinu odpovídající 

pravidlům pro výběr testů (viz st _r.105 - ) • Další proměnné nás také zajímají, 

ale jejich včlenění do korelační matice by mohlo vést k artefaktům, např. 

jde-li o experimentálně závislé testy. 

Je samozřejmé, že výsledek extensní analýzy, matici D, můžeme také roto­

vat, a to ,buo. společně s m9:ticí A nobo dodatečně (tak, že ji násobíme trans­

formační maticí, k níž jsme došli rotací matice A); ·jak si počínat v jednot­

livých případech, záleží n~ řadě ·okolnostiť zvláště na povaze projektu. 

Cvičení 

1. Vypočítejte z tab. 7 komuna.lity všech pěti testů. 

2. Dosao.te výsledek cvičeni 1. do korelační matice v tab. 6 jako diagonální 

hodnoty a proveo.te ' extrakci prvních dvou faktorů. 

). Cvičná tabulka 5 vznikla uměle z této vymyšlené faktoi;-ové matice: 

0,6 o,o 
o,o o,s 

-0,1 -0,4 

0,9 o,o 
-0,2 -0,8 

Známe ted,y skutečné- komuna.lity. Vypočítejte je a máte-li trpělivost, pro­

veihe znovu extrakci' dvou faktorů (tentokrát ponechejte pro extrakci 

2. faktoru diagonální hodnoty první reziduá lní korelační .matice). Porov­

nejte 04hady se skutečnými k~munalitami . 

\ 

/ .. 

- 57 -
/,/ 

f 

f 



, Kapitola IV. ROTACE FAKTORfl 

A) Mo!nost ner,oto ·yat 

Rotace je proces, pro který chybí - jak ee br zy podrobně dozvíme - spo­
lehlivé objektivní vodítko, Proto mú!eme být v pokušení vyhnout se mu a spo­
kojit se nerotovanými faktory, tak jak je-získáme centroidní _metodou nebo 
metodou hlavních os. Je to -možné?·lfá to něja"lo/ smysl? 

Za určitých okolnosti může mít smysl nerotovaný první faktor. Na~řiklad 

máme-li několik .testů rigidity a jsme-li přesvědče~i, , !e rigidita je právě 
to, ,io · se uplatňuje v jejich korelacích, pak z· .. nich mů!eme sestavit korelaě-. . 

ni matici, faktorovat ji a považovat první faktor ~a faktor rigidity. Zátě!e 
tohoto faktory by pak sl~užily ke stanoveni vah pro výpočet rigidity u jed­
notlivců. 

_Až na uvedený případ a jiné vzácné výjimky musíme nerotované faktory po­
važovat za poubi mezistupeň na cestě ke smysluplnému faktorovému řešení. 
K tomu nás vedou teoretické úvahy i praktická zkušenost • . 

B) tf vodní přilclad 

Vyjdemé z faktorové matice uvedené v tab. 13. Jsou zde dva faktory 

Tabullca 13. · Faktorová matice pro úvodní příklad k rotaci faktorů 

-------·----- ---------------------------A B 
------------- ---------------------------1 -0,25 0,30 

2 0,70 0,55 
3 -0,)0 . 0,45 

' 4 0,60 0,40 
5 -0,40 -0,35 
6 0,30 0,25 
1 0,40 -0,50 
8 0,55 0,35 
9 0,15 -0,25 

10 0,60 -0,10 
-------------------------- ------------
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~ deset testd. · Jak ji! víme, mů!eme tuto faktorovou matici vyjádfit také 

geometrielq (viz str. 34 ·). To je provedeno na <:>br. 12. Víme také, '!e kore­

lace mezi testy jsou nezávislé na tom, jak jsou umistiny faktorové vektory 

,½_ a B1 (viz str. 37 ). 81 

. ' \ 
' ' \ ' ' 

. . 
' ,. 

' ·' __ , 
'\ . '\ 

' ' \ 
' '\ 

\ 

' ' ., 
'\ 

'\ 
'\ 

\ ,. 
' ' ''\ ' ' 

• 
A, 

Obr. 12. Uvodni přiklad k r .otaci faktor,\. Nerotované faktor7 .1 ":i „ B1 , roto-
vané faktory A

2
, B

2
• 

Toho hned využijeme ,. ZYoliae si - z d~vod-d, které vyar~ětlíme pozdiji ·- jiné 

osy ~ouřadnic, ·tj. jiný referenční systém, jiné faktory . Provedeme to pooto­

ěenim starého souřadnicového gstému. Nove souh.dnicové osy povedeme tak, 

jak je vyznačeno čárkovaně a souběžně a n imi vedeme nové faktory A2 a B2 • 

~aktor A
2 

má ve ·stárém referenčním systému souřadnice cos oc.. a ain oc.. 

(0,80 a 0,60), faktor B
2 

má souřadnice -sin ~ a eoacx. (-0,60 a- 0,80), při-

~em! o<. ~e ov!em · úh~l, o který jsme souřadnicová osy (faktory) pootočili. 

'Nyni mů!eme vypočítat novou ., "rot~ _vanou" faktorovou matici , ·neboli nové 
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• 

souřadnice všech bodů uvedených v obr. 12 - ~ož jsou koncové body testových 
vektorů. (Znovu si všimněme, že s testovými vektory a jejich vzájemnými vzta­
hy se přitom nic nemění - rotujeme pouze faktory.) Abychom mohli napsat vzo-

~ rek pro výpočet nových souřadnic, zavedeme obecné označeni faktorových zátě­
ži. Zátěž j-tého testu v prvním nerotovaném faktoru označíme jako ajl, zá­
těž j-tého testu v druhém nerotovaném faktoru bjl. Zátěže téhož testu v no­
vých faktorech značíme aj 2 a bj 2 • Nyní můžeme už napsats 

(26) 

Doporučujeme čtenáři, aby před dal§ím čtením provedl naznačený výpočet 
pro všech 18 nových faktorových zátěží a aby se přesvědčil, že korelace, kte­
r~ můžeme z faktorové matice vypočítat, se rotací nezměnily. 

Matematicky vzdělaný čtenář to ovšem neučiní, protože probírané vztahy 
jsou mu zřejmé. Uvědomí si, že jde o násobení matic. Násobili jsme p~vodni 
faktorovou matici matici, kterou můžeme zapsat takto: 

cos~ -sinex-
T = 

sin oc.. cos oc. 

Matice T je orthogoná.lní, protože cos o(., (-si~ o(,) + sinoC cos c,G = O. 
Označíme-li tuto matici Pa nerotovanou matici A, pak všechny výpočty po-

, dle vzorců (26) jsou shrnuty v prostém . násobení matics 

P = AT 

Reprodukce původní korelační matice je možná z matice A podle vzorce R= AA'. 
je však možná. také podle vzorce PP', protože 

pp'= AT(AT)' c .ATT1 A 

a z orthogonality T plyne, že TT • "' I a tedy PP• = AA • = R. 

tlhel alfa: je možno zvolit libovolně a máma tady nekonečné množství moi­
ných faktorových matic, které stejně dobře vyhovuji dané korelační matici 0 

Uvedený příklad se týkal tzv. orthogonálni rotace, kdy úhly mezi fakto­
ry zdstáv~Ji stáie stejné - pravé. Avšak i při kosé rotaci platí, že v roto­
vané faktorové matici a matici korelaci mezi faktory jsou obsaženy všechny 
informace, potřebné ke zpětnému výpočtu ko~elačni matice. 
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C) Transformační matice 

Rotaci provádíme algebraicky pomocí transformační . matice. Násobením ne­

rotované fakto~ové matice transformační maticí dostáváme rotovanou faktoro­

vou maticis 

P = AT 

Každý řádek transformační matice odpovídá jednomu nerotovanému faktoru, 

každ! sloupec jednomu rotovanému faktoru. Každé číslo v této matici vyjadřu­

ja · souřadnici jednoho nového faktoru vzhledem k jednomu z původních, neroto­

vaných faktorů. Transformační matice Je . vždycky čtvercová, rotací faktorů 

ani nepřibývá,cani neubývá. 

Příklad transformační matice . je dán v tabulce 14. 

Tabulka 14. Příklad transformační matice 

-------------------------------------------------·----
Rotované faktory 

I II III IV 
---------------------------------- -------~- --------

A 0,234 0,201 · 0,170 Ó,160 

Nerotováné B -0,588 . -O, 376 0,499 0,434 

fakt_ory c. -0,714 0,'737 -0,530 0,425 

D 0,301 -0,525 -0,665 0,778 

--------------------------------------------------
N~sobení touto matici je algebraickým ekvivalentem rotace, jak jsme ji 

qaznačovali graficky. 

Vzhle~em k tomu, že původní, nerotované faktory jsou orthogonální, mu-

sí být sloupcové vektory transformační matice normalizované, tj. součet 

čtverců jejich elementů musí být roven · lo Tyto elementy jsou rovny -kosinům . 

úhrn svíraným - v geome~rfokém vyj~dření faktorového modelu - vždy vektore!!! 

n,ového faktoru a vektory p,jvodnfoh
9 

nerotovaných faktorů. 'Například v 1. sloup­

ci jsou kosiny úhlů, které svirá první rotovaný faktor se všemi nerotovanými 

fe.ktoryo 

D) Pojem jednoduché struktury 

Vraí me se nyní k obr . 1, na kterém je znázorněna rotace faktorů o Tuto 

rotaci jsme provedli podle kritéria jednoduché struktury (eimple ·st r ucture), 

o které nyni poje~áme. 
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Ji! jednou jsme ae setkali a principem ru.xiaální úspornosti, jednodu~ 
chosti. Bylo to v souvislosti a obecnou hypotézou, že nejsprávnější řešeni 
je to, které poěítá- s nejmenší.ia množstvím společných faktorů (viz obr. 53 ). 
V pojmu jednoduché struktury je znovu ~oi:Dtou úspornosti -každý test má být 
azeen co nejmenším počtem faktorů a ve faktorové matici má být co'nejvíce 
nulových zátěH ( tj. zhruba nulových„ obyčejně považujeme za nulovou zá­
těž v rozmezí+ 0,1 ). 

. - . 

Thuratonův ideál jednoduché struktury je poněkud složitější a m.ršlenko- ­
vě bohatší, ne! jsme právě naznačili. Probereme podrob~ě 5 požadavlru, kter~ • I 
má ideální jednoduchá struktura podle Thurstona splňovat (1947,335). 

1. Každý řádek faktorové matice by měl mít alespoň jednu'Dulu. 

2. V n!déa sloupci faktorové matice by mělo být několik nul. 

' 3. Každá dvojice sloupců ve faktorové matici by měla mít několik test~ 
tak:, aby některé z nich měly zátěž jen ·v· jednom a jiné jen v druhém z nich. 

4. Pro kteroukoli dvojici sloupců ve .faktorové matici by velká č~st 
testů měía mít v obou sloupcích nulu. 

5o Pro ka!dý pár sloupců faktorové matrce by mělo platit, že jen něko­
lik málo testů má nenulové zátěže v obou z nich. 

Obr. 13 .na str. 63 znázorňuje faktorovou matic i , která splňuje všechny 
požadavky dokonalé jednoduché struktury po~l e Thur s tona. Nenulové zátěže 

jso~ označeny Mx*, nulové jsou pro přehlednost vyneehányQ 

Když se a pomoci. obr. 13 za.syslíme nad uvedený mi zásadami, vidíme, !e 
ne.jde o globální jednoduchost faktorové matice, nýbrž o to, aby byly faktory 

· nulov:ými zátěžemi navzájem co nejjasněji odlišeny. 

Thurstonovy zásady je - obtí!né převést do matematického jazyk a a shrnout 
v jedinou zásadu tak, aby ~e mohlo přesně říci·, které z možných řešení nejlé­
pe vyhovuje požadavku jednoduché struktury. Přeató se o to jeho žáci -pokwsi­
li a redukovali dokonalost jednoduché struktury na procen~o nul ve fakto­
rové matici nebo na jiné jednoduché krit .érium. 

· Faktorová analýza v našem podání je f~ktorovou analýzou komunalit, spo­
lečné variance. Vstupuje do ní pouze to„ oo je te~tdm společné, co se uplat­
ňuje v korelacích. To musíme uvá!it i z hlediska rotace do jednoduché struk­
tury. J~ť-li lcomunal,ita urěitého· testu nízká, mají jeho zátěže celkově sklon 
být ni!ií než u testu s vysokou komunalitou. V řádku faktorové matice odpo-

• vídajícím danému t~~tu se pak snadno vyskytnou zátěže ·blízké -nule. Dojdeme 
tak v tomto řádku k jednoduché struktuře,_ která mMe ~ýt pouze zdánlivá, 
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protože není spojena .s výraznou 4iferen­

ciaci zátěži. Z tohoto d~vo~u je logické 

před rotaci do -jednoduché struktury všeehny 1 
řádlsY; faktorové matice normalizovat, tj. 

dělit kaldou zátě! každého testu odmocninou 

z příslušné komu.nality. Tím je ka!dý test 

"prota!en" na jednotkovou délku v prostoru 

spoleěnýeh ~alctordo (Viz str. &O~) 

2 

3 

... 
s 

A · 8 t. o E. 

. X )t 

,c 

X 
1, 

Po dokon~ení rotace (dosažení Jednoduché 

struktury) je třeba se vrátit k p~vodnim 

komunalitám, ke skuteěné délce testových 

vektorů, případně použít korektury vycháze­

jící z reliability (viz str. 86 ). 

' 
1 1( 11 ' 

1, 

Cviěení 

1. Dosaate ia ":x" v· obr. 13· jakékoli hodno­

ty · (kladné i záporné) tak, aby kom~~li ­

ty byly v mezích o,ao až 0,95 . Naěrtněte 

grafy pro všechny dvojice faktorů. 

8 

Cl 

10 

1i 

12 

13~ 

fit 

,s 
E) Orthogonálni jednoduché. strukturai Cviěeníf' 

Využijeme nyní toho , co už známe, 

k praktickému provedeni ·rotace .podle princi- 18 
pu jednoduché struktury. 

X 

)( , 

)( 

I, 

I, 
)( )C 

)( 

)( 

)( 

X 

,c 

Vyjdeme z nerotované faktorové matice 

uvedené v tab. 15, str. 64. 
\ 

· Znázorníme nyní geometricky všechny tři 

Obr. 13. Přiklad dokonalé jed­
noduché struktury po­
dle Thurstonova poje­
tí. 

možné dvojice faktorů. To je . provedeno na obr. 14·. Nyní vybereraé graf, na 
' kterém bychom mohLi provést · takovou rotaci, která by nás- přiblíiila jedno-

duché struktuř'e. Shodneme se patrně v tom, h taková mo!nost ae naskýtá; 

v grafu 14c, k<ie pootoěením sóuřa.dnicových óe o úhel o<, doštaneme do pásma 

zátěží blízkých nule koncové b'odý zvláště těch vektorů, jež jsou nyní vle­

vo nahoře a vpravo dole. Souřadnice koncového bodu faktoru B1 (jednoho z .no­

vých, rotovft.Dých faktorů) jsou 0,770 (cos ·oe, )' a 0,638 (sin«. ). Souřadnice 

faktoru c1 jsou -sin ex. a cos Oe. • Těmito novými souřadn·ieemi budeae nyní 

násobit staré souřadnic·e testů a násobky sčítat pod1e vzorce 

- . 63 -

. -



Tabulka 15. Cvičná faktorová matice k vizuální orthogonálni rotaci 

-------------------------------------- ------------A B C o o o 

------------ ------------~ ------------ ~---------:--
1 0,54 o,oi -0,59 
2 -0,15 -0,58 0, 10 
) -0, 32· -0,37 -0,81 
4 -o·,61 -0,34 0,38 
5 -0,02 - 0,54 0,45 
6 -0, 58 o.,43 -0,54 

" 7 0,69 0,38 -0,43 
8 0,02 -0,69 -0,5 8 
9 0,45 -0,34 0,42 

10 0,60 0,72 -0,06 · 
11 0,73 

I 0,15 -0,16 
12 -0,46 Ó 80 

' -0,04 

------------ ------------- ------------- ------------·-

• 

• 
e 

• , 
o 

Obr. 14a. 
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Obr. 14c. 

Obr. 140 Grafioié .znázornění dvojic faktord k orthogonální rotaci . 
(viz tab. 15). 
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(což je pouze úprava vzorce (26), viz str. 60 ) . 

V termínech maticového počtu jdG o násobení faktorové matice z tabulky 

15 transtorma.čn! maticí T, 

1,000 

T = 0,000 

.o,ooo 

0,000 0,000 

o, 770 -O, 638 

9,638 0 ,770 

Výsledek je uveden v tab. 16. 

Tabulka 16 . Faktorová matice z tab. 15 po orthogonální rotaci faktor~ B 
o 

------------ ------------- ------------- -------------

------------ -------------------------- -------------
1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

0,5 4 

-0,15 

-0,32 · 

-0,61 

-0,02 

-0,58 

0,69 

0,02 

0,45 

0,60 

0,73 .... 

-0,46 

-0,37 

o,oo 
-o,ao 
0,19 

0,70 

0,01 

0,02 

-0,90 

0 ,01 

0,52 

0 ,01 

0,5 ·9 

-0,46 

0,91 
-0,40 

0,51 

o,oo 
-0,69 

-0 ,57 

0,01 

0,47 . 

-0,51 

-0,22 

-0,54 

------------ ------------- ------------- --------~---

První sloupe~ se nezměnil, protože faktor Á
0 

jsme nerotovali. Faktor B
1 

má vyšší procento nulov ých zátěH než .faktor S
0 

, ;e.t-ímco faktor c
1 

nezname­

ná proti C podstatný pokrok. 
o 

Přípravou dalšího kroku je ne.rýsování graf~ A1-B
1 

a Ai.-C
1 

(graf B
1
-c

1 
máme už v obr. 14c a k dalši .rotaci ho ovšem nepouži~eme). První dva nové 

grafy jsou na obr. ·15a a 15b. K rotaci se hodí graf •Ai-c1 , kde ee spr,ávná 

rotace přímo vnucujee Rotu-jeme tentokrát o úhel 8 (ze cvičných důvodů volí­

me zápor ný úhel, abychom si uvědomili, že na směru nezáleži)o Jeho kosinus 

. - 66 - 25 )99 25 
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a„ 

• 

'---- -----L.------4-------.-- ...... ---1 A1 

• 

o 

• 

Obr. 15a. 
; 

c„ .. 

Obr. 15. Grafické znázornění dvojic faktorů po prvn:í'.m kroku vizuální ortho­
gonálni rotace. V grafu 15b naznačena dalM rotace •. 

- - 67 -



;I 

je 0,38 . (Zjišiujeme z grafu přímo kosinus, takže úhloměr nepotřebujeme.) 

Další rotaci považujeme za vhodné cvičeni. 

Při rotování větších matic je radno snížit na minimum kumulat ivní chy­

bu, ke které doc.hází zaokrouhlováním . Dosáhneme ťoho tím, !e vypočítáme tr~s­

formaěni matici vždy na co největší počet desetinných míst (asi 6) a vždycky 

mezi sebou vynásobíme vaechny dosavadní transformačn{ ma.tic·e (v pořadí jak 

jdou za sebou) . Výsledkem tohoto náaob~ní je transformační matice, ktero u 

pak násobíme přímo výchozí faktorovou matici. K tomu .ovšem už potřebujeme 

poč ítač o 

Jé - li faktor~ vice než tři, m~žeme vždy rotovat dva a dva, tj. tolik -~e­

závislých dvojic , kolik považujeme za vhodné. 

Orthogonální rotaci dávají mnozí autoři přednost před kosou rotaci. Vy- • 

hýbají se tím řadě komplikaci, které nás čekají v následujících odstavcích. 
B 

,. 

I -----...... ---...... _ -------1-----~ -::--- ----- __;::/"""'"----~------.- ---------- - -1 A --/ -­
// 

/ 
/ 

/ 
/ 

/ 

--· ---.. -.... -" --a-_. ---.... 
/ 

/ 
/ 

/ 
/ 

/ 
/ 

/ 
/ 

Obr. 16~ Geometr i cké vyjádření mati ce -0 dvou faktorec h, kde se nabí zí kosá 
r otac e . Neroto vBllé f aktory , A, B ; ro t ované fa kto ry: F1 , F2 • . 

t!' r". 



F) Faktory a referenční vektory 

Zdůraznění principu jednoduché struktury ved'lo Thurstona k zavedení re­

ferenčních vektorů. Oč jde, ukážeme opět_ na příkladě. Vyjdeme z -nerotované 

matice o dvou faktorech (A,B), která je geometricky vyjádřena na obr. 16. 

' Na první pohled vidíme, 'že všechny testy korelují kladně (mohlo by jít 
. . 

o teáty rozumových schopností, kde je to pravidlem) a zdá se nám, že by 

i faktory měly korelovat kladně~ že by měly svírat ostrý úhel (jak je ·vyzna­

čeno čárkovaně); zlepšilo by to také jednoduchou strukturu . Tim jsme dospěli 

k myšlence kosé • ( oblique), neorthogonální rotace. 

Kosá rotace znamená vlastně zavedeni kosoúhlých souřadnicových os . Sou­

řadnice bodu (v našem případě koncového bodu teetového vektoru) je totožná 

s kosým prúmět~m na příslušnou osu, resp. na příslušný faktor. Tento průmět 

je veden .rovnoběžně se všemi ostatními souřadnicovými osami. V případě dvou 

I 
I 

I 
I 

I 
I 

I 
I 

I 
/ 

I 
I 

I 
I 

I 
I ,,( ............ . 

I 
/

-... 
I 

I 
I 

... ······~·::• k 

.... 
·~:·= 

. . ... . 
::=• j .. 

., 

I 
I 

/ , 

I 
I 

I 
I 

I 

I 
I 

I 
I 

I 

Obr. 17. Dvojice faktorů F1 
vektorů v1 , v2 • 

\ 

, F2 a odpovídajících referenčních 
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faktord promítáme, jak je · nazna~eno na obr. 17, rovnoběžně s faktorem F
1 

na 

faktor F2 a naopak. 

I 
Thuratono poznal, že je nutno zavést kosou rotaci, kosou ·jednoduchou 

struktllrll: (oblique simple s·t:ructure), ale ~ různt~ogic!C: nepodstatných dů= 

yod~, k Je.jichž yýltlaiip._ !)ám chybí prostředky„ potřeboval setrvat při kolmých 

pr-Omět8ch testa. Proto uvedl do faktorové analýzy pojem referenčního vektoru 

a spolu s ním pojem nadroviny •. 

Při pohledu na obr. 16 a 11 · můž~me uvažovat taktos Chceme-li zlepšit 

jednoduchou strukturu při orthogon~lníoh prúměteeh, musíme vést jeden faktor 

tak, aby kolmé průměty skupiny testů poblíž vodorovné osy na tento faktor 

byly nulové nebo přibližně nulové. Druhý faktor musíme vést .tak, aby na něm , 
byly blízké pule kolmé průměty ~estů, jejichž body jsou poblíž vertikální 

osy. Tyto ~aktory jsou zakresleny na obr. 17 a označeny v1 a v
2

• 

-Jde ovšem o zvláštní druh faktorů • .Při jejich stanovení rotací jsme se 

nezajímali o to, které testy ·budou sytit, nýbrž jen o t .o, aby co .nejvíce 

test~ nesytilz. Jsou určeny negativně. Kromě_ toho v našem .příkladě nav&ájem 

korelují negativně, co! je podivné .i jestliže test:, me.zi sebou koreluji 

vesměs pozitivně, proč by měly faktory z nich _odYozené korelovat negativně? 
I 

Ostatně skutečné faktory, nav~ájam kladně korelujicí a splň~jici požadavek 

jednoduché stru kt ury při koeyeh prW11ětech na obr. 1'6 a 17 ji! mámeG 

Vskutku, f:aktory, které Thurst oue zavedl kv~li kolmým pr~mět~ při kosé 

jednoduché struktuře, nejsa .u faktory v pravém am.yslu slov~. Jsou to .jen po­

mocné refei'enčni v-ektory. které umožňuji ťotaci podle .zásad jednoduché 

. st r uktury. 

~ Referenční-vektory tedy nejsou _faktory , kt eré hledáme. Nejsou vlastním 

cílem faktorové analýzy. Maji však následující d~leHtou vlastnoet •s !21!!! 
průmitl test~ na re.ferenčni ve„ktor jsou proporcionální Jejich kosým pr~mět~ 

_E.! př~ný faktgr, tj. je - li např. kosý pr~mět testuj na určftý faktor 

dvakrát větší než prilmět testu k:, pak: je kolmý prwaět testu j n• ··odpovidaji­

cí referenční vektor ta ké dvakrát větší než primět testu k (obr. 17) • 
. ' 

V souvislosti .a referenčními vsktory se často mluví o nadrovinách. Re­

fere .ncni vektor je vlastně de.finové.n je.koli colmice k nadroviněo Nadrovina se . ' 
· ve dvourozměrném prostoru na obr. 16 jeví jako přímka, v jejíž blízkosti le­

ží (v případě jednoduché struktury) větší množství koncových bod~ testových 

vektorů. Při třech rozměrech je už nadrovina dvojrozměrnou plochou, přim 

rozměrech (kdy .j e počet falct~rů a tedy i referenčních vekto r ó roven m) má 

m-1 dimenzi a je-lim větší než 3, vymyká se prostorové představě. 
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Je nutno zapamatovat si tyto . vztahy, Každý referenčni vektor~ ; kolmý 

· ke všem faktorům kromě .J~.2 {tj. toho, s nimž _má. proporcionální zátěže}. · 

V nadrovině druhého referenčního vektoru tedy lež i všechny faktory kromě ,jed­

noho. Každý fa}ctor leží v průae~iku nadrovin všeéh_reťerenčnich vek12!U kromě 
jednoho. 

V případě dvou faktorů je vztah mezi faktory a referenčními vektpry zce­

la přehledný. Je např. • zřejmé, že koreluji-li dva faktory kladně, koreluji 

referenční vektory stejně vysoko, ale záporně (a naopak). Při větším počtu 
. -

faktorů se však tato přehlednost ztrácí. Narýsujeme-li dvojici referenčních 

vektorů zvolenou z většího množství referenčních vektorů (dvojdimenzionálni 

výsek z m-dimenzionálniho "ježka" /viz str . 37 /),~! do tohoto obrazu 

obvykle zakreslit faktory tak, ja~o je tomu na obr. 17. 

V případě orthogopálních faktorů splývá referenční vekto r a příslušným 

faktorem. Cía menší kosost (tj. čim menší korelace mezi f~ktory), tím jsou 

si faktor s příslušným referenčním vektorem bližší. 

Jak jsme řekli, transformaění matici, jež vede od ner otovaných faktorů 

k rotovaným (od matice A k maticf P), zn&.čfme obvykle T. Je však třeba pozna ­

menat, že to platí pouze v případě orthogonální !Otace, kdy úhly mezi fakto­

ry z~stávají pravé . (Při kosé rotaci dává matice T kolmé pr~měty na kosé fak­

tory, tzv. faktorovou strukturu s, které u!ívame 0 jen k některým speciálním 

účel~m) . Při kosé rotaci pracujeme obvykle s referenčními vektory. Jejich ma­

tici budeme značit V a transformační matici, která k nim v~de, .{);. (lambda). 

Hatici korelaci mezi faktory značíme cj> , matici korelaci mezi referenčními 

vektory 'Í' • ,, _: 

Potř~bujeme vzorce 

C/> • T 'T r 
(27) 

tf = A'A 

Při kosé rotaci do jednoduché struktury pracujeme s referenčnimi vekto­

ry a o faktory se "_!1ezajímáme", kÓntrolujeme pouze podle potřeby úhly mezi 

faktory9 Teprve když
1 
je rotace ukončena, vypočítáme faktorové zátěže (kosé 

průměty · testů na faktory). Používáme k tomu následující rovnice: 

-1 
p = Vl) ' 

kde D je diagonální matice, jejíž elementy jsou reciproké hodnoty odmocnin 

diagonálních elementů mati ce lJI -l. Matice D umožňuje také výpočet 
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1. Sestavte (odměřením z obr. 16 nebo 17) orthogonálni faktorovou matici. 

2. Napište transformační matici A odpovídající referenčním vektorům na 
obr. 17. 

3. Vypočítejte matice 'P a .<f, • 

4. Vypočítejte faktorovou matici P s faktory F1 a F2 z obr. 16 a 17. 

5. Nakreslete zpaměti obr. 17. 

6. Je možný případ, kdy dva testy, korelujicí navzájem záporně, mají v urči­
tém faktoru současně kladné zátěže? Je to možné v případě referenčních 
vektorů? ' 

7. Jaký je vztah mezi faktorem a příslušným vektorem v případě orthogonality7 

O) Rotoplot 

Probereme nyni praktickou metodu šikmé rotace, která se hodí zejména pro 
dosaženi jednoduché struktury. Začneme příkladem. Máme rotovat orthogonální 
faktorovou matici A, uvedenou v tab. 17. Narýsujeme tři grafy pro všechny 
tři možné dvojice faktorů {viz obr~ 18). 

Tabul? 17. Orthogonální faktorová matjce A pro cvičnou rotaci ·metodou 
rotoplot 

-----------------------------------
~o 8

0 ----------------- ------------------24 68 
69 38 
22 51 

-17 56 
23 -85 

-54 -29 
-29 -71 

17 -56 
-23 85 
29 71 

-62 -34 
-46 -25 
54 29 
12 34 
37 ~3 

-30 -63 
-37 -83 
62 34 -----------------------------------
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------------------20 
-43 
18 

-20 
24 
34 

-26 
20 

-24 
26 
38 
29 

-34 
10 
27 

-19 
-27 
-38 ------------------



B, 

• 
• 
• 

,-

• 
• 

Obr . 18a. 

r 

Obr. 18b • 

- 73 -



•o 
• • • e 

• • • 
• 

Bo 

• 
• o $ 

• • 
• 

Obr. 18e. 

Obr. 18. Grafy pro prvni krok rotace metodou rotoplot s naznačeným post upem. 

Zaěináme .'inspekci všech tří grafii. · Nejzřejmě-jěí možnost zlepšit jedno­

duchou strukturu vidíme n~ grafu {b), kde jeou také naznaěeny re-ferenčni vek­

t ory, lcteré volíme. (A1, , c1 )o Oárkovaně jaou _nalcresleny odpovídající nadro­

riny (kolmice k referenčním vektor~ )e 

Změřiae tangenty úhld, o které jsme v dané rovině rotovali p~vodní falt­

tory A
0 

,· C
0 

do· poloh Ai , c1 • Faktorem A
0 

jsme tím "pohnuli" .o úhel, je­

ho! tangenta je asi 1,,1e. Protože jde o pohyb od faktoru Co- , bereme tuto 

tangentu záporně . Faktorem C
0 

jsme pohnuli ve - směru k faktoru A
0 

o úhel, je­

ho! tangenta je aai 0,58. Vzhledem k tomu, že jsme rotovali faktory A a C 
o o 

dosti radikálně 9 nebudeme u! v grafech (a) a (b) s těmito faktory hýbatd 

V grafu (a) však .ještě pootoě:úi.e f~ktor B do polohy B
1 

o úhel, jehož tan-
o ' 

genta je O, 50. 

Nyní sestavíme všechny pohyby, které jsme provedli, do "posuvné matice " 
/ 

s1 , která je uvedena_ v tab : _ 18. Startm 1 faktorwn zde odpovídají řádky, novým 

sloupce. V diagonále js ou jedničky. 

Transformační matici A 1 pro první krok rotoplotam získáme ta.k, že 

normalizujeme sloupce posuvné ~ati ce s1 • Maticí A 
1 

,pak násobíme nerotova­

nou matici A, ěím! dostaneme matici referenčních vektorů v1 (viz tab . 18). 

- 74 -

• 



Tabulka 18. První krok rotace rotoplQt1 pomocná matice S, tr'1%lsf'ormačni ma- t 

tice A 
1 

a _matice referenčních vektoŇ v1 • V matici v1 vynechá­

váme na počátku každého čísla nulu a desetinnou čárku. V této ma­

tici ze nemoho~ vyskytnout . čísla vět~í než 1 a.ni menší než -1. 

' 

------------------,-----------------.------- ----------------------,. ______ 

.li Bl Cl ',. Bl Cl -~1 Bl Cl 

---- ------· ----------------- -------i----------------------- -----~-----· 
A 

o 
1,00 -0 , 50 0,58 A 

o 
0,65 -0,45 ~,50 1 -31 71' 05 

Bo ~.oo 1,00 o,oo B o o,oo 0 ,89 o,oo 2 78 03 -03 

C o -1, 18 o,oo 1,00 . C 
o. 

-0 ,76 o,oo 0,87 3 . 00 36 27 

' 4 04 58 -26 s-- A1 1 5 -03 -86 32 
, 6 -61 -02 03 

. Ai Bl Cl 7 01 -50 -37 

Al , 1 , 00 -0 ,29 -0,44 8 -04 . -58 26 

.Bl . -0,29 1,00 ' -0,23 9 03 86 -32 

Cl . -0,34 -0,23 1„00 · 
. 

10 -01 50 37 

- 11 -69 -02 02 

'1'1 ' 
, 

12 -52 -02 02 , 
13 61 02 -03 

• 
14 00 25 15 

- I II III 15 04 74 42 

I 1,00 0,41 0,44 16 -05 -43 -32 

II 0,41 1,00 0,37 17 -04 -57 -42 

III 0,44 0,37 1,00 18 69 02 -02 

'P1 -. 
-----------------------------------~----------------1--------·--· -----------

Vl 

. · Nyní opět narýsujeme tři grafy, t~ntokrát z maticé v1 (viz obr. 19 a), 

b) , c )o Tím, že je . rýsujeme jako ~y šlo o orthogonální vektory.vzniká urěi­

tá nepřesnost, jež však není dalěi rotaci na zá~adu. 

Vidíme , že grafy (a ) a (b) Jsou z hlediska jednoduoh, struktury praktic­

ky optimáln í. Na grafu (c) se však jeví nutnost další rotace . Vyznaě:úae zde 

nová referenční ve~or y a nové nadroviny. Posuvná matice s2 je uvedena' 

v tabul'ce 19. 
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Obr. 19. Grafy dvojic referenčních vektorů po prvním kroku rptace metodou 
, rotoplot (další postup naznačen v grafu 19c). 

Výpočet A 
2 

probíhá tak, že provedeme násobeni s1 x s2 a výsledek 

normaiizujeme po sloupcích. Násobeni A x A 2 dává matic~ referenčních . vek­

torů v2 • 

Posuvné matice, transformační matice a matice korelaci mezi referenční- · 

mi vektory (případně mezi faktory) určujeme jen na dvě desetinná místa. Chy-
,. 

· ba ze zaorkouhlováni se nekumuluje. Chceme-li, md!eme poslední A, V. , P , 

'I' a 'P vypočítat na větší poč,et desetinných míst. 

~atice referenčních vektord v2 má velmi uspokojivou jednoduchou struk­

turu a můžeme ji považovat za konečnou. V praxi ovšem' dva krok;y zpravidla 

nestačí. V Cattellově laboratoři se provádí často (s větší.mi maticemi} až 

15 n~bo- i více krolro. 

Všechny výpočty včetně grafů ( "plote " odtud název "rotoplot") je možno . . 
provádět na počítači. Stačí ·~eatavit pro každý krok novo~ posuvnou matici .• · 
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Tabulka 19. Výsledek 2. kroku rotace metodou rotoplot 

~------------------------------------------------
s2 A2 

-----~-------------------1------------------~------· A2 B2 c2 A2 B2 c2 A2 B2 C·' 2 ---------------------------------~---------------• ------·----
Al 1,00 o,oo o,oo A 0,65 -0,61 -0,32 o 1 -31 34 35 
Bl o,oo 1,00 0,42 Bo o,oo 0,47 0,'37 ~ 78 03 01 

Cl o,oo -1,37 1,00 co -0,67 --0,64 · 0,87 3 01 -01 42 
,,. I 4 04 4.9 -02 

5 -03 -69 -OJ 
6 -61 -02 02 

- ~ 7 01 01 -58 

A2 B2 c2 
8 -04 -49 02 

9 03 69 03 
A2 1,00 ·0,09 -0,45 10 -01 -01 58 
B2 0,09 1,00 -0,58 

11 -69 -02 . 01 
02 -0,45 -0,58 1,00 · 

12 -52 - -02 -02 .. -
13 61 02 -02 

'P2. 14 00 02 25 
15 04 -01 66 

I II III. 
16 -os 01 49 

I 1,00 0,23 0,49 " 17 -04 01 -66 
II 0,23 1,00 Q,61 18 69 02 · -01 

III 0,49 0,61 1,00 

, 

~-------------------------------------------------~ 
Existuje program pro MINSK 22, který je ovšem v případě větších matic (vice 
DGŽ 5 faktord) ěasově dosti • nároěný. 

I 

Cviěení 

1. Narýsujte grafy v1 tak, aby Úhly souřadnicových os odpovídaly matici '/J 1 • 

2. Pokuste se zaěit rotaci matice A s použitím jiné posuvné matice nei s1 • 
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H) Automatická rotace do jednoduché struktury -~ 

Olověk, který provádí rotaci "naslepo", tj. ani! by věděl, co Hllllená 

který testový vektor v jeho grafech, se zdá být nahraditelný aamoěinnýa poči­

taěem. Jde jen o ~o, zadat počítači úkol zcela jednoznačně. 

ť. Análytické rotace 

Subjektivní grafické rotační procedury bývaly často napadány - fíkaio 

se (a říká), !e jde spíše o umění ne! o vědu. Je třeba uznat, le je to námit­

ka do jisté míry oprávněná. Princip jednoduché struktury, o který se při ta­

kóvých postupech opíráme, je skutečně dosti nematematicky a vágně formulován 

a není zaručeno, !e se při řeěeni téhož problému jednotliví pracovnici shod­

nou. 

Snaha odstranit tuto subjektivitu vedla k řadě návrha objektivisace ro­

tace faktor~. VětUnou jde o pokus nijak matemat_izovat 'l'huratondv po!ada-Yek 

jednoduché strwctur.r, po!adavek, aby lce.ldý sloupec faktorové mati •ce obsahoval 

co nejvíc nul a aby faktory byly co nejjasněji rozliěeny. 

Pokusíme ee stručně uvést několik nejčastěji u!ivaných analytický~h kri­

térii rotace. Jejich vývoj není ještě z·ceia ukončen - objevuji se nové mvr-. 

h,y a ani v názorech na kvalitu je •dnotlivých metod (ji! ulívaných} ae f&ktoro-

' vi analytikové neshoduji. Náě přehled proto nebu~e úplný .a nepokouiúae se 

ani o kritické zhodnocení jednotliyých technik. 

A) Ortogonální faktor,y 

Nejběiněji - a úspěšně - u!ivanou ·technikou ortogonální a.n~lytické rota­

ce je tzv. metoda VARIMAXx), navrže~á 11:F. Kaiserem. Vyčházi z tito úv~• 

faktor bude nejsnáze interpretov,telóý, kd,,Yž jeho zátěže · budo~ blízké nule 

a jedničce (a jenom výjimečně budou nabývat středních hodnot). Kaiser proto 

definuje "jednoduchost" faktoru jako rozpt1l ětvercd jeho zátHí 

D 
é 2 • _,L L (b2 )2 . 1 

p n j•l jp - 7 
který je největěi při !ádouci distribuci tvaru u • 
• 

Kritériem metod,.)' VARIKA.; je součet těchto rozptyld pro věech m faktor~, 

1) UUvá 88 ěasto i jako předběžný k:roťpro kosou rotaci, její! náročnější 

výpočet se tím zkrátí. 
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ť 

v • l lil n 
n i:: ( L,_ 

p•l j:al 

který !llá být maximalizován (odtud · také názav metody)_. 

Bě!ně se ulívá - dokonce častěji ne! ~ůvodni - ještě jedna verze .metod1 
v,.anwc, která se snaží odstranit vliv nestejné délky testových vektorů. 
Všechny proměnné jsou (dělením odmocninou z komunality) "prota!eny" na jed- · 
notkovou délku, takže se podílejí na určeni polohy rotovaných faktord stej­
nou měrou. ·Je to i logičtěji! - proměnné s nízkou komunalitou nemohou mít 
zátě!e ·blízké jedné .a narušuj'! tak snahu dosáhnout co největiího počtu nulo­
vých a jedničce blizk;ých zátěži. 

V praxi jsou rotovány v!d,Y dva faktory. ,Nové zátěže jsou ·bě!ným způso­
bem funkčně s'pojeny se starými (ortogonální transformaci) 

~ 
, 

-sin · 

cos , ' 

a pak se určuje úhel <p tak, aby byl maximalizován součet varianci čtverců 
nových ·faktorových zátěži. Po provedeni rotace o úhel lf rotujeme podobně 
první (nový) a třetí faktor, první a čtvrtý atd. Po dokončeni tohoto cyklu 

n probereme znovu všechny dvojice faktorů a cyklus( 2 ) individuálních rotaci 
ope.kujeme tak dlouho, až se p·oloha faktoru ustálí. 

Nakonec vrátíme vektorwa proměnných původní délku (násobením hj) a rota­
ce VARIKAX je hotova. 

B} Kosé faktory 

Metoda OBLIMAX 

vychází z úvahy, !e směr skórování testu Je z· hlediska Jednoduché struk­
tury irelevantní. Každou proměnnou proto jakoby uvažuje dvakrát. (jednoµ 
s pdvodnim a jednou s opačným skórováním). Distribuce faktorových zátěži ta­
kové "zdvojené" proměnné je pochopitelně přesně symetrická a má prfuněr nula. 
Jako kritérium jednoduché struktur1 je pak možno poulit špičatost 

1
této di­

stribuce a její maximalizaci. Při prllllěru nuia jde o relativně jednoduchý • 
výraz, 

K• 
n m · D 

·f_ i: 84 / ( L. 
j•l p•l jp j•l 

11 2 2 L. ejp ) • 
p•l 

Při rotaci metodou OBLIJIAX ~e tedy sna!íme nalézt takové řešeni (takovou 
transformaci), aby výsledná matice faktorové struktury splňovala kritérium 
K"' max. 
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lletod,Y OBLIIIIN 

Základní myšlenkou této skupiny · kosých rotací je minimalizace kovarian- 1 

cí čtyercd1 prvlru ve sloupcích matice faktorové struktury (COVARDIIN). Oim 
rozn~ji se od řádku k řádku "mění" prvky vldy dvou. sloupcd matice faktorové 

struktury, tím více · se zřejmě bude výsledné řeše.ní b+ílit jednoduché struk­

tufe. Při stejné úpravě délky testových vektord, o jaké jnG se zmínili u me-

. t ody V ARDIAX, jde tedy o výraz 

2 2 - 2 2 

] . r . ~ ~ . n 
~ 

D ~ !: n L 2 1: I • 2 - h2 h2 ~ 
p<q=-1 _ j=l · hj hi j=l jiiill 

u j j 

který má být minimalizován. 

·,Empiricky ae ·zjistilo, !c tato metoda většin~u vede k při.li! orťo~??~J­

ním falctorwn. z dalšího návrhu,oznaěe~eho pdvod.ně jako KVARTIÍIIN, s~ pak zro­

dila celá třída kritérií, označovaných n~i souhrnně jako OBLIMINo 

nebo 

Jejich základem je minimalizace výrazu 

li 

a• .. 2. 
P·< q•l 

· a• L 
p<q 

n 2 2 n 2 
(n L a e - .Y L sjp 

j=l jp jq d j=l 

(n ::r 
j 

r L. 
j 

kde 3"· je . volitelný parametr. 

D 
~ 2 
L. 8jq 
j=l 

Pro . f' .., l jde o kritérium COVARIMIN , případ, kdy f' =. O, bývá .označo­

ván jako KVARTIMIN, případ ;f ~ 0,5 jako BIKVARTIMIN. 

Zdá se, že s už i váním · t.ěcilto analytíckých metod není ještě dost zkuše­

ností. Ač se kromě uvedených ·metod objevilo ještě několik dalších návrh~ 

a je vcelku jasné, le volba mezi nimi závisí na charakteru dát, pravidla pr o 
I • 

výběr nejsou popsána. Zdá se {Harman), že relativně nejlepší výsledky byly 

dosud dosaženy s metodou BIKVARTIMIN a a příbuzným kritériem BINORMAMIN, kte­

~é však nepatří do třídy řešeni OBLillIN. 

2. Maxplane 

Hledání jed.Doduehé struktury, jak je známe z metody rotop l ot, se z auto-
, . 

matických postupů nsjvfoe . přibližuje Maxplane. Při této metodě počítač hledá 

takovou polohu faktor~ (zpravidla referenčních vektorů), při které je maxi­

mální procento · zátěž-i přibližně nulových { v mezích :: o, 1), přičemž . velikost 
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ostatních zátěH nehraje !ádnou roli. Naprogramuje se -také minimální úhel, _ 

kterého · se :mdle mez.i referenčními vektÓry dcsábnout (maximální korelace mezi 

referenčnfai vektory). 
\ 

• J) Rotace po4le hypotézy 
•' -

!ekli jae, !e rotace do jednoduché strukt~r7 je vlastně sledováním ~el­

mi obeen6 eypotézy, !e tóti! právě jednoduchá struktura povedé ke smyslupl­

ným, dobře interpreto~átelnyin, ·anad mů!eme říci "skutečnya" či "prav~ivým" 

faktorfun. 

Princip jednoduché str~tury se osvědčil jak v Thurstonóvě laboratoři, 
tak i v práci jeho !álců a polcračovatelO po1 celém světě. Konáme-li výzkum 

v oblasti, o ni! je zná.!!10··~0 ~l1:d ~i'o, býve. to jediná použitelná. metoda rota­

ce. Přes~o však hlědame v určitých případech ,jin~ eesty, a to zvláště tehdy, . 

md!eme-li při rotaci uplatnit uřčité eypotéz1 o tom, jaký · je faktorový obraz 

dané oblasti. 

Ve skromné míře se používá hypotéz při rotaci běžně, 'e. to tak, že při 

metodě rotoplo~ nebo jiné vizuální rotaci nahlí!íme do seznamu testů a iden- · 

t:1.fikuJ,me jednotÚvé ,body (koncové body testových v~ktoriÚ ve svých grafech-. 

Mdžeme předbě!ně interpretovat faktory a zbavovat ae rotací těch zátěží, kte­

ré naši interpretaci ruší či zvyšovat ty: které ji po'lporuji . Tento heuris ­

tický postup je do jisté míry subjektivní, ale ne vic než jakékoli hledání 

vhodného matematicko-ctatistického postupu pro .data, která již známe. 

Nyní se b~d;~e žábýv'at systematiclcym uplatněním hypotéz při rotaci. 

1. Metoda 12okusny:ch vektoru 

Kétoda pokusných vektorO záleží v tom, že volíme některé (nebo všechny) 

· faktory tak, aby proéhá.zely (byly kolineární a) určitými testy. Pak je in~er-
- \ 

pretace faktoru ihned jasná : !aktor je to, co měří test, s nimž je kolineár-

ní (přesněji, to, ťo působí korelace daného te ·stu, ťj. jeho komunalita). Ma­

jí-li vybrané testy dostatečně vysoké komunality a korelují-li zároveň na.:. • 

' vzá.jem jen málo, má tento postup ·naději 'na úspěch. 

Technika met~dy pÓktÍsných ~ektóru je jedn~duchás Nejprve- normalizujeme 

ten řádek nerotované f~ktorové máti~é, který ·odpoviá4 vybrapému testu. Vý-

sledek za.pišeme d~ '1ctér~i~~oli ;1oupce traílsrÓ~čni matice. Tak ~t:žeme tr~s- ! , 

formační matici složit celou z pokusný'ch vektorů. 

Chceme-li rotovat kolineárně s vybraný~i těsty jen -něktéré 'faktor'y' •; 
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vy jdeme ~ "tra?1sforma.čni matice", která má v diagonále jedničky a llíimo diago- , 

nálu nuly. · Násobení touto matici (nazýv á se "identická") by ne~edlo -k lá'dn'~ , 

změně nerotované faktorové ~atice. Nyní však .nahradíme ~ormalizovanými řádky 
vybraných testu některé sloupce transformační mat-!ce. Sloupce, , ve . kterých 

zůstává jednička a nuly, ponechávají při ~ásobeni ddpovidajici sloupce ne:ro­

tované fakiorové matice beze změ~y. - Nonna:lizované řádky test~ umís!újeme 

tak, abychom původní- jedničku v identické · transformační matici nahradili co 

nejvyššim číslem. Je-H n&P,ř • normalizovaný řádek 0,4, 0,2, -0,8, 0,4 ,. na-
hradíme jím tře~•Í sloupec íransformač'n; matice, jež pak vypadá j ak znázorně-

no , v tab. 20: 

Tabulka 20 . Příklad transformační matice s pokusným vekto~em 

1,0 . o,c 0,4 oio 
o,o l:,.O 0, .2 o,o 
q,o o,o 0,6 o,o, 

/ 
o,o o,o O·,.O 1,0 

----------------- -----------------
Obtí! je nyní v: tom, h máme faktorovou maťici, s jakou jsme se dosud 

neset-kalii jde o kolmé průměty na fakiory. Tato ms.tíce se obvykle nazývá 

••faktorová struktura". á značí se symbolem- "S". Prot ·ože zpravidla chceme při 

r.otaci piíihlédnou~ k ,jednóduché struktuře aspoň jako k vedlejšímu kritériu, 

převedeme j i na. referenčn-í vektory (matice V) podle vzorce (.29) 
' 

v= s <p -1n (29) 

D = diagonální matice, jejíž elementy jsou: reciprokými hodnotami ·odmocnin ' 

diagonálních elementu matice (T 'r- )- 1 •. 

Při metodě pokusných · vektor.& dostáváme snadno enormně vysoké korelace 

mezi faktory, kterých se, pak těžko zbavujeme. Jak tomu zabrán ,it? Doporuěuje­

·me, zvolit je ·n několik pokusných vektoru a ostatní faktory rotovat tak, aby 

byly kolmé lať všem pokusným vektor.i'm i k sobě nanájem. Matematicky to je 

vždy možné. 

2. Prokrustes 

"Prokru stovská rotace" je poněkud peíorativnf název pro rotaci„ při 

niž se maximálně přibližujeme hypotéze · vyjádřené přímo jako faktorová mati­

ce (obyčejně matice referenčních vektorů. V) . Výpočet je složitý a vyžaduje 

samočinný počítače 
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Podobně jako je tomu u metody pokusných vektorťi, mdžeme stanovit hypoté­

zu jén pro omezený počet faktorů a zbytek ponechat beze změny. 

Matematická formulace .programu "Prolcrustes" je následujícía- Je dána ne­

•rotovaná faktorová matice A a hypotetická matice referenčních vektorů Vh. 

tlkolem je najít tiµ<ovou transformační matici A , aby rozdíl me.zj maticemi 

·A A a Vh byl minimální . 

Prolcrustovská rotace má některé n~dořešené problémy. Zejména často do-
1 

sah'uje vytčeného cíle za cenu extrémních (kladných nebo záporných) korelaci 

mezi faktory. Tomu se dá odpomoci tím, že se dodržuje orthogonalita ("ortho­

gonální Prolcrustes"). Logicky by však měly být součástí hypotézy i korelace . 
' . . 

mezi ~aktory. K tomu nebyl dosu~ vypracován program . 

' 
Prakticky se prokrustovské rotace používá jako výchozího bodu pro _vi~ 

zuální rotaci metodou rotoploe - přiče~ž se často doufá, že se dojde k "ro­

zumným" úhlwn mezi faktory a k přijatelné jednoduché struktuře, aniž by to 

vedlo k řešení radikálně odchylnému od hypo~ézy. 

3. Hypotéza pozitivních zátěží (positive mani fold) 

~ekli jsme (str. 62 ), že pri ncip jednoduché _ struktury je svého druhu 

obecnou hypotézou. Podobnou, i když určitější, je hypo~éza poziti vn ích zátě­

Zi, uplatňovaná s úspěchem při rota ci faktorů v oblast i s~hopnosti. Je zDámo, 

!e testy rozumových (i jiných) sc hopnost í navzájem koreluji zpravidla pozit iv­

ně a neni lo gické, že by je _jich fakt ory měly záporné zátěže . Pro t o je možno 

vyjiť z ner otove.né faktor ov.é" ma.tic·e, kde~ zpravidla vš echny faktory kromě 

prvníh o záporné záťěže maj í a v:izuální rotaci postupně záporné _zátěže odstra.­

ňovat. Tak se dospěje poměr~ě rychle k faktorům dávajícím smysl . Při uplat­

nění hypoté zy pozitivních zátěží je obyčejně možno dodrž et ort hogonálnost ro­

tace, kterou pak můžeme opustit v závěrečné fázi, máme-11 k tomu věcné d_ůvody . 

4o Rotační alterna t ivz 

Jsou případy, kdy existu j e vice možností ro ta ce,.které dávají dobrý 
' smysl. Jinak řečeno, některé korelační matice je možno vysvětltt vice než 

jedním způsobemo 

Použijeme Thuret onova ·příkladu, který dává zároveň . dobrý vhled do řady 

vztahů ve faktorové analýze. (Viz Thurstone, 1947, str. 117 . ) 

Mějme vzorek vál'cu. Každý z nich ·je charak terizován svou výškou, polo ­

měrem základny a specifickou vahou. Tyto tři parametry necht jsou statisticky 

nezávislé. 
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Stanovme 7 testús 1. polomě~, 

2. výška, 

· 3. ploch~ základny, 
2 

' 
4. postranní část pláště r .v) ., 

5. objem, 
6. diagonála (nejdelší úsečka, jež se do válce "vejde"), 

7 . váha. 

Vypočítejme individuální hodnoty _ (testová s~Óre) _pro všechny-dané válce 

a · korelace mezi testy. Vzniklou korelační matici faktorujme. 

Thurs~one _skutečně provedl odpovídající výpočty pro 27 válců. Výsledek 

faktorové analýzy je vyjádřen graficky obvyklým způsobem na obr. 20. ~ímský-

mi číslicemi I a II jsou označeny nerotované faktory. 

První rotační alternativa je 

naznačena faktory A1 a A2 • Faktor 

A1 můžeme· interpretovat jako 

tlouštku (šířku), faktor A
2 

jako 

výšku . 

Druhá rota.čni alternativa je 

naznačena faktory B.1 (faktor veli­

kosti) ~ B
2

_. (faktor štíhlosti) . 

Specifické faktory jsou ne­

patrné, s výjimkou specifického 

faktoru testu 7 . Avšak tento test 

(váha) je jediný, který je sycen 

fakto~em speci(ic~é váhy1 ) . Může­
me tedy říci, že tento specifický 

faktor je právě faktor .spectfické 

váhy. Kdybychom zařadili ještě 

další testy sycené tímto faktorem 

(rychlost volného pádu apod.), 

změnil by se tento specifický fak-

B2 II 

Obr . 20 . Alternativn í. možnosti rot ace 
· v Thurstonově příkladu s vál ci 
(vysvětleni v textu). 

\ 

to r ve společný faktor. Obecně platí, že specifický faktor každého testu je 

specifický vzhledem k dané korelační matici. CiuL věliší korelač_ni mati ci 

faktorujeme, tm menši vycházejí - ceteris .paribus - specifické faktory . 

1) Upozorňujeme na nepříjel]lllOU náhodnou kolisi dvou významu te rminu ~•s~eci­
fický". 
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Z•tíaco v Tburstonově příkladě s válci m~feme specifický faktor testu 

7 anaémo interpretovat, při faktorování psychologi~k:ých testd, o nich! víme 

velmi málo, zds~ává specifický faktor často hádankou a - jde~li o test z ja­

.k;ého~li d~•odu zajímavý - výzvou k dalšíau výzkumu. 
I 

.K) Reliabilita test~ a velikost faktorových zátěii 

, Do faktorové analýzy vstupuje pouze to, ·co pdsob~ korelace me.zi testy, 

· tj~ komW1alita. Vedle ~Í •iřed_pokládáme v kaldém testu apecificlg faktor 

a cb,Ybový faktor (vii str. 31 ) • 

Velikost lcaldé ;zátě!e zále~i na tom, jak se me-zi oě děli komunalit _a da­

ného testu. Velikost komunality ,pak zálefí na velikosti specifického fakto­

r.u a :cb,tbového faktoru •. Teto okolnosti jsme ae dot .kii v souvislosti s jedno.:. 

-duéhou strukturou (vil str. 63 }. Nyní_ uvážíme tyto ntahy podrobněji, a to 

z hlediska inter .pretace fakton. 
\ 

eía je _ speeit'ick:ý faktor větší, tím méně zbývá na ostatní, spo~eěné 

.f'akto_ey. Specifický faktor tceatu -tak nepřímo vstupuje -do int .erpr.et:ace fakto­

r-i\. J.est'li!e např. dotazníková škál~ k měřeni sebevědom~ má iátě! 0
9
3 ve fak­

toru d0111itlance a nulové zátěle v ostatních faktorech, ·mdleme to interpretovat 

• tak, le tato zá,t;ě.1· ,je relativně -nízká proto,· fe sebevědomí s dominancí sice 

souvisí, ale jen volně • 

. Ale ,c.o kd,d zátěž škály eebevědom-í ve ·f'a:kt'oru -dosinuce je 11.f:&ká niko­

li proto, ·1-e mezi sebevědomill a dominancí je jen volná souvislost, nýbrl 

proto, ie tato škály je málo spolehlivá a měřeni ji prováděni je silně s,y:ce­

no faktorem nihodné chybovosti? Je myslitelné, že do!Jlllělá škál,a,, eebevědomí 

se skládá pouze z faktoru 'dominance a z chybov6bo -: faktoru. 

Jde :o '·kontaminaci specifického & chybového : faktoru ·, která nás brání bes-
2!!ně interpretovat velikost t.aktoroytch z&tě!i~ . 

ZDÚle-li spolehlivost všech teatd v ·dané studiL.a tedy velikost každé­

ho chybového ·ralctoru, , vyuUjeme toho ke zpřesněni interpretace. Upravú&e , 

věeCM.1 ř~dk;y faktorové matice do té podoby, · jakou by ■ěly, kdyby viecbn7 , 

testy byl7 absolutně spolehlivé. Za tím ú!elem dě'líme každou faktorovou sá!'"'•· 

tě! v nerotované {nebo jiné orthQgonálni) matici druhou odmocninou. z relia­
bility. 

UTepeného postupu se málokdy užívá. fednim :& ddvodd je, !e většinou ne­
%náme .reli-abilitu všech fa}ftorov9.J1ých test~ . 

X X X 
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Končíme kapitolu, která je kliěová pr o pochopeni faktorové analýzy. Vi­

děli jsme, .že zatímco extrakce faktorů je víceméně doménou matematické sta­

tistik;y, v rotaci faktord se uplatňuje jak pochopeni daného problému, tak 

možností faktorové analýzy jakQ pružné a tvořivě po~žitelné metody • 

• , 

\ 

' -
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Kapitola V. FAICTOROVÍ SKÓREl) 

Faktorový výzkum opvykle konči rotací a interpretaci faktorů. Faktorová 
matice spolu s matici korelaci mezi faktory představuje "čistý zis~" výzkumu. 

• • 
Zbývá však učinit ještě jeden ld'ok, o~vozeni faktorových skóre, tj. in-

dividuálních skóre jedinců, z jejichž vzorku byly vypočítány korelace. Jde 
o hodnoty, jejichž znalost jsme ve faict;orovém modelu předpokládali (str . 24 ). 
Například po provedení faktorové analýzy, v niž se obj~vil faktor dominance, I . 

můžeme odvodit pro každého jedince jeho individuální skóre v dominanci. 

K č·emu je tento poslední krok užitečný" a proč se od něj většinou upouš-
tí? . 

1. V rámci výzkumu, Jehož součástí Je faktorová analýza, se většinou 
faktorová skóre neuplatní, protože faktorová matice spolu s korelacemi mezi 
faktory obsahuje všechny podstatné informace. Máme-li nebo hodláme-li získat 
další skóre ;' testech, jež . nebyly pojaty do faktorové analýzy, můžeme je 
k výsled~m dodatečně přičlenit Dwyerovou extenzi. ~!_y_ připadě, že máme 

j 

důvodů předpokládat nelineární vztahy mezi některými z faktorO a některými 
testy, ať už byly či nebyly pojaty do faktorové analýz/) -, je výpočet fakto­
rových skóre důležitý. 

2. Pro praktickou aplikaci je odvození faktoroyých skóre nezbytné. 
Dále je ne~bytné odvodit faktorová skóre, chceme-li na faktorovy výzkum 
navázat dalším, nefaktorovým výzkumem. Toto použiti objasníme na příkladě, 
V určité studii byl zjištěn faktor úzkosti. Máme nyni v /úmyslu použít tohoto 
faktoru k přesnému měřeni vli~u psychoterapie na úzkostné pacienty určitého 
typu. K tomu potřebujeme faktorová skóre. 

K odvození faktorových skóre potřebujeme výsledek faktorové analýzy, 
výchozí korel~ční matici a matici testových skóre. Použijeme vzorce 

1 ) Tato kapitola je velmi ~átká. N'enašli jsme v žádné z . ostatních kapi~ol 
místo, kam by ji bylo možno logicky včlenit. 

2) Testy, které mají křivkový vztah k faktorům, mají patrně také křivkový 
vztah k testům, z nichž byly faktory odvozeny a neměly by být - je-li od­
chylka od linearity výrazná ·- vObec pojaty do faktorové analýzy. - K tomu 
jen poznamenáváme, že kontrola linearity vztahů mezi testy, kter~ by se 
před faktorováním měla provést, se často zanedbává. 
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/ 

F matice faktorových skóre (kde v každém řádku jsou všechna faktorová 

skore jedné osoby) 

(30) 

. ' . 
Z matice dat {kde v každém řádku jsou všechna testová skore jedné osoby) 

-1 . 
R inverze korelačni matice (inverze, je · běžný úkon maticové algebry) . . , _ . 

S faktorová struktura ·(faktorová matice, která obsahuje kolmé průměty 

testů na faktory - nikoli na referenční vektory). V případě orthogonál­

ních faktorů ovšem platí totožnost 

v· ; P =s. 

Inverze větší korelační matice je bez samočinného počítače velmi pracná. 
' · Proto byly navrženy různé postupy, které jsou mé9ě přesné, ·ale výpočetně mno-

hem schůdnější. 

Prakticky se v neťaktorovém výzkumu~ používajícím výsledka faktorové 

analýzy, pracuje s malým počtem testů a pak je pochopitelně výpočet jednoduš­

ší (ze všech tří matic rovnice {3) se vynechají řádky a ·sloupce odpovídají-
> 

cí nepoužívaným testům). 

Je samozřejmé, že rovnice (3) můžeme užit .i pro výpočet faktorových 

skóre u osob., na nichž nen i založena faktorová. analýza - ovšem jen tehdy, po­

ch4zej í-li · ·z téže populace (ve státistickém smyslu slova), ze které byl vzat · 

reprezentativní. vzorek pro ·faktorovou analýzu. Rovnici (30) nepočítáme ovšem 

v každém indiv1.duálním případě. Odvodíme z ni pro ka!dý test a faktor váhy., 

a to tak, že ji rozepíšeme ·a zjednodušíme pro skóre obecného jedince i 

(zli , z
21

, z31, ••• , zni). Rovnice _pro výpočet faktorového skóre je-

dince i v daném faktoru g pak vypadá např. taktos 

(31) 

a dosazujeme do ni za hodnoty z indivJduálni skóre v testech; převedená na 

standardní rozměr. Rovnici (31) lze ovšem upravit tak, aby do ni bylo mo!no 

·dosazovat steny nebo jiná "vážená skóre" • 

. Vypočítáme-li faktorová skóre pro dostatečný počet osob, mdžeme j~ ·na­

vzájem korelovat. Tak se dostáváme znovu k pojmu korelace mezi faktory, ten­

tokrát jiným zpdsobem. Dosud jsme termínem "korelace mezi faktory" označova­

li kosiny úhl~ syiraných faktorovými vektory (kososti) • . 

Jaký j~ vztah mezi , těmito dvě~a různě odvozenými korelacemi .mezi 
' 

Korelace mezi faktorovými skóre se poněkud liší od kosostí. Jsou -
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z teoretického hlediaka - méně přesné. Pro úěely t~orovj analýzy druhého 
řádu se lépe hodí kosiny (~oaosti). Pro praktické úěely i pro účely netakto­
rového vfzk.umu navazujícího na danou faktorovou studii Je však třeba znát 
hlavně korelace mezi !aktorovými skóre. 

-

/ 

... 

' 

~ I 
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Kapitola VI. FAKTOROV·te PROJEKTY \ 

Ke ~chopnost~ ulívat mat~ma~icko-statistické metody patři také znalost 

je j í~o zasazeni do celkového 'fiz~ého projektu. Je třeba nejen ovlá dat , 

vlastni '"tecbnik\.l" metody, nýbr! také umět s ni zacházet. Casto se ~etkáv_á­

me se "statis~ick:y vysoce významnými rozdíly", z nich! plynou pouze banální, 

samozřejmé zá•ěry, ne~o s formálně sprá-n,ým použitím st&tistickýcij test~ na 

data, ~·e kterých nelze danými technikam.1, odvodit !á~é záv.ěry. 

Také u taktorov~ ~alýzy ' Je nutno znát -zásady jejího ulíváni y celé 

souvisl~ti daného výzkl,lllu. F.e.lcto,rová analýz~ je dokonce po této s~r,nce 
I - . 

náro!něJší _než jiné metody. Jednak se při jejÚl )llt,chaniekém u!~váni lehko 

dopustíme zákl.aních metódologických cb,yb, jednak enadno . př~hlédneme mo!no-
, ' 

ill, které tato metoda při zasvěce~,111 použi,áni -poslqtuje. 

_A) 'l)pY dat pro faktorováni 

Prozatím j811le se 01;ezili n~ použiti faktorové analý~y v připade~h, kdy 

je dáno větší uo!stvi jednorázových měřeni od větší~o množství prpbanda 

'a kdT faktorujeme korelace mezi těmito měřeními (testy ·). T-o je l!!kůteěně nej­

!astějií případ, není to však .při~ _jediný. 

Vyjdeme z přa4stavy, !e jsme u N osob provedli n testů, nikoli riak 
. . . 

jednorázově, nýbrl opakovaně, a to q-krát (tfeba vžd,y po týdnu ) . Pak máme 
trojrozměrnou matici da~, Cattellem výati!nJ ' nazývanou "data boxA (krabice 

dat). Znl·aorňujeme ji na obr;_ ·21. 
. . 

Kr,chle, která- znázorňuje "krabi _~i dat", je na obrásku popsána · po _ 

tfech hranách, které reprezentuji její rozměry. Vertikálnl jsou oznaěeny 
. ' .. 

osoby (probudi), zleva·doprava testy, zpředu dozadu opakováni. "Krabice ob-

sahuje n x I x q údajů, výsle~ měřeni. 

Z obsahu "lcr4bice" mll!eme získat dvojrozměrné matice dat třemi 1půeoa71 

1. •atice dat N x na v tomto př.ipadě vybíráme jedno opakování, zpravid- · 

la je to ovšem první . presentace a ~llí se nekonají - ~o! je nejobvyklejší · 

pfoipad získávání dat pro faktorovou analýzu. ll~hli by-ehom však právě tak 

dobře prezeQtovat testy ·mnohokrát & pro faktorování ~brát ·kterékoli opako­

vání. Proto jame "plát", qkrojený 1 ~krabice"~ ne~istili: zoela .dopředu. 
\ 
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1 
2 

N 

Jeho umístění znázorňuje kterékoli opakování. 

I 

----~-------------------
1 2 

Obr. 21. Trojrozměrná matice dat s naznačenými možnostmi, jak z ní vyjmout 
různé dvojrozměrné matice dat. · 

2. matice 'dat N x 9-.!. opakujeme-li tentýž test mnohokrát ·(což je někdy 

moiné), získáváme matici dat o rozměrech N x q, kde jsou výsledky ze všech 

opakován{. tohoto testu {kter6hokoli zn testu) u řady osob. Z této matice 

lze vypočítat korelace a faktorovat jeo 

). matice dat n x q i Ko~ečně je možno "vy jmout z krabice" plát n x q, 

vypočítat korelace a faktorovat · data od.. jediného probanda. Podmínkou je mít 
• ✓ • 

k dispozici dostatečný počet opakování při dostatečném počtu testu ( a není 

ovšem snadné najít velký počet testů, jež je možno opakovat, aniž se změní 

to, co měří). 

Uvedené tři m~žnoati získání dvojdimenzionálnich matic dat z "kra bi ce" 

znázorňujeme schématicky na obr. 22. 

, 
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1 

N 

Nx 11. 

1 n 

' n =f 

1 
N=1 

Obr. 22. Tři mo~nosti získání dvojdi~enzionální matice dat z trojrozměrné 

"krabice dat". 

Každá ze tři uvedených matic dává ještě dvě možnosti, jak vypočítat _ko­

relace a z nich faktory, V prvním případě můžeme vyjít z korelací mezi 

testy nebo z korelací mezi lidmi. V druhém případě je možno vypočítat jak 

korelace mezi opakováními, tak i korelace mezi lidmi . V třetím př!padě to mo­

hou být korelace mezi testy nebo korelace mezi opakováními . Tak máme odvoze-
' 

no šest variant faktorové analýzy. Nebudeme podrobně probírat jejich výhody 

a nevýhody. Nejčastěji se vychází z matice N x n, a to z korelací mezi test y. 

To je tzv. R-technika faktorové analýzy. V případě matice N x q se zdá snad­

nější vycházet z korelací mezi opakováními. Z této matice se však vychází má­

lokdy. V matici n x q je patrně výhodnější faktorovat korelace mezi testy. 

·z matice N x n získáme nejsp íše faktory stabilních individuálních rozdí­

lů, např. inteligence, extraverze _apod. Z matice N x q můžeme zjistit, jak 

se mění faktorové složení (psychologická podstata) toho, co určitý test měří, 

jestliže ho mnohokrát opakujeme. Změny mohou být dány buato nácvikem činnosii, 

jež je podsta~ou tes tu (Fleishmannova analýza testu motorické koordin ace), 
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nebo vvojem (HotstatteroVll. analýza matice korelací mezi ·opakován:ími~inteli­
genčniho testu od raného dětství do dospělosti). Z matice n x q získáváme 
faktory charakterizttjíci jediného člověka, individuum~ Jsou to zejména fak­
tory vná!ejici řád do proměnlivosti, faktory stavů {nálady apod .• ). 

"Krabice · dat" nevyčerpává všechny možnosti. Její pochopeni však umobi 
čtenáři, aby si podle potřeby odvodil další varianty. 

Pro usnadnění výkladu jsme dosud předpolqádali, že nositeli měřených 
znaků jsou vždy lidé (až na ilustrativní Thurstonovo faktorování válců). Mě­
ření se však týkají zvířat, kultur, národohospodářských soustav, pojmů {sr. 
známé faktory Osgoodova sémantiokého dlferenc-iálu) atd. Mnohé další objekty, 
jejichž znaky dosud nebyly faktorovány, čekají na tvořivého badatele. 

B) Hypotézy ve faktorové analýze 

S hypotézami ve faktorové analýze jsme se už setkali v kapitole o rota­
ci (str . 82 ) • Tam však šlo spiěe o techniku jejich uplatňováni. Nyní se do­
stáváme k obecnější diek\isi o úloze hypotéz ve faktorové analýze. 

Faktorová analýza ztrácí na prestiH tím, že v ní mnozí nacházejí své 
assylum ignorantiae. Postupuje se podle receptu, Nevíš-li si rady se svým 
výzkumem, zkoreluj všechno se dím a faktor .ujl V množství faktorových zátěží 
se vždycky dá najít něco, co lze ex post zajímavě interpretovat. K čemu solid­
ní intelektuální příprava výzkumu, nač si lámat hlavu s formulováním hypotéz, 
které by mohl oponent prohlédnout jako epigonské, banální nebo teoreticky ne­
zdůvodnitelné? To vše lze skrýt za štít faktorové analýzy, -jež jako by byla 
ochrannou známkou, puncem vědeckosti ••• 

Je však zřejm~, že role hypotéz ve faktorové analýze (přesněji, role , 
faktovové analýzy ve vztah~ k hypotézám) je poněkud jiná než je tomu u běž­
ných matematicko-statistických metod. Zpravidla se zde netestuje statist -ická 
významnost · rozdílů, neformuluje se nulová hypotéza. Jako by faktorovi analy­
t ·ikové skutečně čekali, "až co vy jde". Je tomu tak skutečně? 

Výklad o povaze hypotéz ve faktorově analýze rozdělíme na tři odstavce, 
1. Analogie s mapou. Faktorový výzkum se- do jisté miry podobá výzkumné 

. výpravě, jež · má za úkol pořídit mapu určitého území. Taková expedice si může 
předsevzít, že odpoví na určité otázky, např.s Jsou na daném území hory vyšší 
než 2.500 m? Obtéká řeka K•horu z. z jihu nebo ze severu? Převládá v daném 
území pouš{ nebo džungle? Cítíme však, že tyto otázky("hypotézy") jsou .chudé 
ve srovnáni s bohatstvím poznatk~, které vědecký, tým pravděpodobně přinese 
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-z dobře vedené výpravy. Podobně je tomu v psychologickém výzkumu. Fak:torori 

analýza ča~to přinese poznatky, jejichž mo!nost jsme sotva tušili~ Thureto­

ne a po n8m Cattell mluví o schopnosti faktorové analýzý vytvářet bipotézy 

a dávat odpovědi na otázky, které předem ani nebyly polo!eny~ 

Jaké vlastnosti by měl mít v tomto případě faktorový projekt, má-li vést 

k plodnému vfzlcumu, Odpověa !)&jdeme studiem faktorově analytické literatury. 

Dobrý faktorový projekt bez hypotéz musí být inteligentní~ nejlepším slova 

smyslu. Každý použitý test je vlastně otázkou, každý nápad, co by mohlo být 

. zajímav~, má ~euristiokou c~nu. Provádí-li výzkum badatel s dobrým_ postřehem 

a citem pro testy a pro ko~eiačni vztahy, vyr&etá mu pak po~ rukama faktoro­

vý obraz · - mapa dané oblasti. Inspirován na každém kroku (celkovou výškou 

a "rozptylem" .korelací, počtem faktortl a trendem vlastních ' čís~l, vlastno-
• stmi nerotovane faktorové matice atd~ .dochází faktorový analytik k výsledku, 

jehož průká~nost je daleko spíše v celkové přesvědčivosti a přitažlivo~ti 

pro vědeckou obec, než ve formálním odpovídání na formální otázky, -jak je 

představuje typický experimentální výzkum s analýzou variance, t-testy apód. 

2. Implicitní hypotézy. Při četbě posledního odstavce může mít čtenář 

.pocit, ž·e není zcela přesvědčivý •. Reprezentuje skutečně spíše názor Thursto­

na a Cattella, případně jejich žáků, než náš vlastni názor. Domníváme se, že 

v dobrém projektu faktorové analýzy jsou vždy implicite obsaženy určité hypo­

tézy • 

. Nejvíce se implicitní, nepfiznané a často áutorum samým neznámé cypoté­

ZY. uplatňují při výběru testů pro daný výzkum. Cattell mluví o tom, · že je 
. ' 

jen třeba danou oblast "stejnoměrně pokrýt" testy a pak se spole~out na 

"hypothesis-generating power" faktorové analýzy! . To se nám zdá z obecně meto­

dologického _hlediska nedomyšlené a Ce:ttell ostatně přiznává,- že nelze nijak 

zaručit ono stejnoměrné pokrytí~ Stačí nahromadit několik velmi podobných 

testů a máme prf!,kticky zaručeno, že vyjde faktor ·, který bude tuto skupinu 

sytit. Každý autor se soustředí na t~sty, které jsou mu z nějakého důvodu 

osobně blízké - tfeba proto, že v nich hledá _odpověa na svůj osobní problém. 

_V ·-jistém _ smyslu platí, že badatel je svou vlastní nejdůil.ežitější po~snou 

osobou - a to právě tím, jaké neuvědomené, imťlicitní hypotézy do svého pro­

jektu vkládá. 

3. Explicitnl .h_Ypotézy. Je sice právda, že ve vědě doéhází často· k- ob­

jevům nečekaně, j ·akoby náhodou (Pavlovův obje~ podmíněného reflexu při výzku­

mech trávení apo4.), z toho však nelze děl~t pravidlo. Ve fa,kto~ové analýze 

- stejně jako při každém jiném vědeckém výzkumu - platí všeobecná metodólo-
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gická zásada, že je záhodno maximálně si ujasnit, s ják.ými teoretickými 
předpoklady ke své úloze přisťupujeme a .jaké výsleglg očeká~áme}') 

Uve·deme ně.kolik typických druhů hypotéz, které lze formulovat pomocí fak­
toro!ého modelu a řešit faktorovou analýzou. 

(a) Počet faktorů v •dané oblasti 

Nejjednodušší explicitní hypotézou je _hypotéza o· počtu faktorů (samo­
zřejmě společných faktorů) v dané oblasti. Tato oblast může být vymezena 

I , 

různým . způsobem~ Mohou t .o být "všechny subtesty Wechslerova testu WAIS" nebo 
"všechna adjektivli v české řeči, která charakterizují lidskou povahu" nebo 
"symptomy infarktu myokardu" apod. Také předpokládaný počet faktorů může být 
různf. 

Mohli bychom mít "nihilistickou" hypotézu, že počet společnyc~ faktorů 
je nulový. To bychom ovšem s faktorovou analýzou - až na výjimečné případy 
- ani nezačínali a spokojili bychom·se zjištěním, zda distribuce korelačních 
koeficientů v dané korelační matici odpovídá náhodné distribuci korelačních 
koeficientů při daném počtu osob. 

Dů~ežitá je hypotéza jediného společného faktoru. Až donedávna se např. 
konaly výzkumy se sebevědomím (jaký vliv na ně má neúspěch atd.), přičémž 
se předpokládalo, že dotazníky, sestavené k měření sebevědomí, měří něco 
jednotného . Fakt orová analýza většího množství dotazníkovýéh položek, 
o nichž se běžně .předpokládalo, že měři sebevědomí, ukázala existenci něko­

lika společných faktorů. 

K terminu "jediný společný faktor" je třeba. poznamenat, ·že ho nelze 
vždy brát v absolutním smyslu. Může se ukázat, že sp?lečných faktorů je na­
~olik, že však kromě jednoho jsou prakticky zanedbatelné, bezvýznamné 
(i když někdy etatisticky si~ifika.ntní) 2

). 

Velký historický význam má Spearmanova teorie obecného intelektovéh o 
faktoru "g". Působení tohoto faktoru Spearman přičítal všechny korelace me­
zi běžnými testy rozumových schopnosti. Nešlo zde však jen o to, zda faktor 
"g" je jediný (hypotéza o pqčtu faktorů), nýbrž také o jeho psychol ogickou 

., 

1) Za nedoceňovánÍfl hypotéz u některých faktorových analytiků bychom mohli 
hledat pozitivistickou mentalitu. 

2) Tento způsob ·uvažování .může pracovníky některých oborů iritovat. V psy­
chologii osobnosti se však setkáváme na každ ém kroku s mnoha "stopovými" 
faktory malého významu a nejasné povahy i etiologie, které se často obje­
ví vlivem nepodstatných okolnosti výzkumu. 
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p_odstatu, která ~yla uspatřována ve vyvozování logických vztahů (eduction 

of relations). 

(b) Ověření existence předpokládaného faktoru 

V psychologii koluje mnoho~pojmú, ó nichž není známo, co empiricky zji­

stitelného jim odpovídá. Mohli _bychom se např. ptát, zda existuje "inhibova­

nost" ·jako vlastnost (faktor individuálních rozdílů) nebo jako stav (faktor -rozdílů v čase)~ Z teoretických premis bychom odvodili , jakými prožitky, ja-

kým chováním (o němž můžeme mít výpovědi probandů samých nebo různých pozoro - 1 

vatelů atd . ), jakýni. psychofyziologickými a testovými parametry by se měla in­

hibovanost pr.ojevovat. Bříalušnou korelační matici bychom pak faktorovali 

s nadějí, že jeden z nalezených faktorµ bude možno označit jako inhibovanost. 

V podobných případ~ch musíme být připraveni na to, že naše hypotéza se 

potvrdí jen částečně (resp. _te se potvrdí jen • část dílčích hypotéz, jež ově­

řujeme). Ukáže se například, · že inhibovanost lze měř'it te~ty a posudky, ni- . 

koli však dotazníkem, případně že ,existují dva nebo více - dílčích faktorů in­

hibovanosti. To je časté: pojem 1 který je na verbální úrovni snadné stano­

vit dosti široce, se . při po~su o operacionali!aci rozpadne na několik fak­

torů - někdy korelovaných, jindy zcela nezávislých. 

(c) Ověření odlišnosti faktor~ 

Můžeme se -ptát, zda dvěma nebo více vlastnostem, které se v teorii od­

lišují , odpovídá příslušný počet faktorů . Například když se objevil pojem 

tvořivosti (creativity) , bylo třeba_ odlišit jej od obecné inteligence nejen 

verbálně - teoreticky, nýbrž i operacionálně. Do jaké míry vyčerpává faktor 

obecné inteligence korelace mezi různými mírami tvořivosti? '~bývá pro 

nový faktor? Hypotéza však může znít i jinak : Jestliže včleníme do souboru 

1radičních testů rozumových schopností skupinu testů tvořivosti, dostaneme 

několik korelovaných faktorů, mezi nimi faktor tvořivosti , a obecná inteli- • 

gence se objeví jako faktor ~ruhého řádu. Podle této teorie by tvo~ivost 

byla dosavadními testy zanedbávanou složkou (aspektem) obecné inteligence. 

(d) Jiné typy hypotéz ve faktorové analýze 

faktorovou analýzou · je možno ověřovat nejrůznější glo bální i dílčí hy­

potézy. Jako příklad vynalézavého použití faktorové ana lýzy l)lŮŽeme uvést 

Eysenckův výzkum, který ověřoval následující hypotézu: Neuroticismus jako 

faktor individuálních rozdílů mezi normálními (neléčenými) lidmi je totožný 
l 

s fakt orem, v · jehož míře se odlišují -neurotici od normálních osob. Jinak 
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řečeno, neuroticismus je kontinuum, ~a němž lze umístit věechny lid i a na 

jeho! extrému jsou neur otici. Eysenck faktoroval na vzorku normálníc~ osob ­

testy rozně citlivě odlišující neur otiky od ostatních lidi. Faktory rotoval 

tak, aby zátěfe testů v jednom z nich byly proporeionálni jejich citlivos­

tem (aby nejcitlivější měl nejvyšši _ zátěž atd.). Skutečnost, že takQvá rota­

ce byla možná, mUžeme považovat · za silnou podporu uvedené hypotézy. 

PrUkazno,!!,rlsledlro ve faktorové analýze 

Při studiu a pou!iváni faktorové a.na1ýzy nám, ča~to pomUže vědomí, že 

výsledný faktorový obra~, získaný z korelační matice, je jedním z ~~!nýcp. 

že však ~epředstavuj~ ~inou možnost. Je.k jSU1e ul viděl~ v kapitole o rota-
1 

ci, výsledek faktorové analýzy není jednoznačně dán výchozími datr a pevně 

stanovenými postupy . Zpravidla bychom měli . uzavírat takto: Hle. zde je ko­

relační matice a zde Jso~ fak~9ri 1 které jsem z ní o~vodil. Pova!uJ~t~~ll 

tento yÝ~ledek za rozumný, při,měte jej a navazujte na něj, v opačném pří­
padě navrhněte · J!n~ řešení. 

Toto pojetí se zdá některým badatelwn příliš subjektivistické. Zejména 

matematikové zabývající se faktorovou analýzou stále usiluji o něco objektiv­

nější.boo Opiraji se .pak více o jednoznaěná kritéria, například o nejlepší do­

sažitelnou jednoduchou strukturu, přiěerai ěast.o pouHve.ji analytických rotač­

n,ích programů. Kdyby se ukázalo, !e existuje zpósob r otace, který je za kai­

dých okolnosti optimálpi (nebo aspoň vhodný'), bylo by ideální shodnout ae na 

něm a vidy ho pou!ívat . Zatím se věe.k nezdá, le bude takový způsob nalezen. 

Jednoznačné kritérium lze sice stanovit 8 nelze však říci, která z mnoha sta-. / ' 
n9vitelných jednozpaěných Ia.:~~~rií je optimální. Faktorová an&lýza zUstane 

nástrojem, se kterým je třeba zacházet s citem, vynalézavosti a znalostí da­
né problematiky. 

To, !e každý faktorový · obraz znamená jen jednu z molností, .není dáno 

jen nekonečným mno!stvim mo!ností rotace. Jde i o stanovení počtu fakto~. 

· Připomeňme znovu "metodologickou pochybnost" _ ze str. 53 • Hypotéza Jedinéh o 

faktoru v dané korelaěni -matic~ ve správné formulaci znís Všechny zjištěné 

korelace ·Je mofno přiěíst jedinému společnému faktoru. Tuto zásadní "opozič­

ní" myšlenku G. H. Thomsona by bylo škoda zapomenout. 

Konečně, jak j sme se u! zmínili a jak se k tomu opět vrátíme, je ěasto 

prakticky nemo!né stan ovit jednoznačné kritériwn pro výběr test~ do korelač­

ní matice. Vý_běr test~ . značně ovlivňuje vý_sl8dek. I z tohoto hlediska Je tře­
ba závěr faktorové , studie chápat jako možnostt která. se prosadí jen tehdy, 

bude-li stimulovat další badatele á usnadni-li jejich práci. Což konec konc~ 
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pláti pro kterýkoli vědllí oborl) -, v>psyohologii ·osobnosti je to jen zřejměj­
ií ne! jinde . 

C) Faktorový projekt v užším smyslu 

Faktorovým projektem v ul!ím smyslu rozumíme naplánování _výzkumu tak, 

aby při zpracování výsledlcu bylo možno poulit faktorové analýzyo Seetayaní 

racionálního faktorového projektu se musí řídit daným cílem výzkumu a není 

molno dát univerzální inávod pro všechny případy·o Nětcterl. pravi'dla věak mají 

dosti obecnou platnost. Těmi ae budeme nyní zabýva t ... 

1. Rozsah dat 

Pro rozsah dat platí ve faktorové analýze jednoduchá . pfibližná. pravid­

la.a 

N > 3' n 

n > 2 m • 
Po!et proba.nd~ má být nejméně třikrát větší než počet -teat~ a poěe~ test~ 

má~ nejméně dvakrát vyiěi ne! poě&t faktor~, kt&rá ~iakáme. Tyto minimál­

. ni rozaěey matice dat vyjádříme také obrázkem (obro 23, stro 100). 

Uvedené poměry .platí pouze prq techniku R (jednorázová. měřeni u viti .i­

. ho poětu probandd, faktorováp'f ·k-orelací ' mezi testy). Pro ostatní tecbniq 

uvedené na: str. 91 si příslušné poměry snadno . odvodÚl.eo 

Na obráz~ich 21 a 22 ňG; str. 93. jsme vyjádřili dvojro~mě.rné matice 

dat vzniklé vyjmutí.s "plátu" z "lcrabi~e" přiblilni ě·tvercovó. Podle právi . 

· uved.ného pravidla by to . měly. být obd,lníky - vidy podle toho, zda cbc&me 

faktorovat korelace mezi teety nebo mezi osobami, případně, mezi opakovánimis 

ten rozmir matice dat, který je !bodný ti ro-&mšrem korelaě:ni matice, má být 

neJpéně třikrát menší než druhy roz~ěr. 

. ' , 

Pravidlo pro · rozeah dat zakládáme na názorech Cattella, Tuck&ra a dal-
' ' ·ších odbornikll ., kteří ae odem ~ele. neshoduj'!. Cattsll má sklon být -· pod.oh-

ně jako v jiných otázkách - méně přísný. Po urě~tých zkuienostech ro~~~ od 

případu. k připsd.u stanovit i ·"•ěkčí norau" pcdlo toho, kolik - předem víme 

o faktorech v dan_é oblasti, podle spolehlivosti testd a výiky korelaci, kte­

rou odhadneme z pfedběžných výpoět~ na malém v&orku at~ • 

. 1) Obecně ř.eěeno, vědecká pre.vde: má sociální povahu. 
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Obr. 23. Kininiá.lni doporu~ené rozměry mati­
ce dat ve faktorovém výzkumu.· 

Začáteč§níkovi je ·_ třeba dOJ)oruMt, aby 

nezačínal a - větší korelač§ni matici ne! 

30 X 30. 

2. Výběr probandfl pfc faktorový projekt 

Chceme-li ve výzkumné~ projektu použit 

faktorové a.nalýz1, musíme bedlivě uválit 

N .._ ________ ___. 

i výběr osob, na _kterém ·se má měřeni prová~ 

dět. Situace je zde dosti odlišná od jiných 

výz~, zejména od klasického experimentu. 

l!} Výběroyt charakter korelace 

Základním stavebním prvkem faktorové 

analýzy je korelace mezi dvěma proměnnými. _Všimněme si pr~to nejprve, jak je 

korelac~ závislá na vzorku osob, na kterém ji zjiš!ujeme. 

Základ.ni význam zde má pojem homogenity výběru~ V experimen~álni meto~o­

logii se ~pravidla doporučuje co nejhomogennější výběr (např. se poulije 

pou~e mui-a v,; rozmezí -.od 20 do 22 let , kteří mají aspoň maturitu na střední 

~kole a inteligenaní kvoeieDt v mezích od 100 do 115, pocházejí přiblHně 

~e stejného sociálního prostředí . atd.). Jaký vliv však má homogenita vzorku 

na korelaci? Všeobecně lze říci, že E.,omogenizace vzorku z hlediska kter,~oli 

proměnné_,Mli!uje kor~laci mezi touto proměnnou a kterouk?li jinou proměnnou. 

Například školní prospěch koreluje dosti vreoko pozitivně e .výsledkem inte­

ligenčního teatu. Tuto korelaci miUame vyjádřit grafem (viz obr. 24, str.lOl)o 
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Obro 24. Znázor~ěni vlivu homogenizace podle jedné proměnné na výši korela­
ce. '(Vysvětleni v textu.) 

Provedeme-li diferenciaci podle prospěchu, tj. soustředíme-li prospěchově 

lepši děti do jedné třídy á prospě'chově slabší do druhé, pak v každé z těch­

to dvou tříd dostaneme . podstatně nižší korelaci, než kdybychom di!erenciaci 

neprovedli a v obou třídách by zůstal tentýž rozptyl pokud jde o prospěch. 

(Dife renciací podle prospěchu snižujeme ovšem i rozptyl inteligence v obou 

třídách.) 

Zvláštní případ, který zřetelně dokládá výběrový charakter korelace, 

je možno pozorovat na některých školách, kam se doat,vá - na základě. ~řía~ 

ných zkoušek - jen malá ěáet uchazeěů. dspěch u zkoušky~ zvláště ústní -

je závislý mimo jiné na inteligenci a na emoční stabilitě. Pro jednoduchost · 

budeme předpokládat, ž'e tuto závislost je možno vyjádřit lineární komtbina.ci, 

že obě vlastnosti jsou stejně dUležité a dále že úspěch je závislý pouze 

na těchto dvou vlastnostech. Mezi uchazeči o studium na takové škole . Je . -
.,,, 

stejně jako v celé populaci - zhruba nulová korelace mezi inteligencí .a emo~-
. . . ,,.. . 

ní stabilitou. Mezi těmi, kteří byli vybráni ke studiu na zákládě uvedených 

dvou vlastností (za popsanyeh zjednodušených okolností) najdeme zápornou 

korelaci mezi intelígencí a emoční stabilitou (viz obr. 25). 
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Obr. 25. Gra!ick~ znlhornění 1lcorelace mezi inteligenci a emočni stabilitou v populaci (všechny body) a ve norku ,žá~ přijatých na výběrovou 

školu na základě zkoušky, v .niž r,ozhodoval.y oba tyto vlastnosti. 

I 

Kvantitativní homogenizace vzorku podle jednoho nebo vice test~ je viak 
jen jedním .při_pe.dem vlivu, který působí proměnl-ivost korelaci mezi týmH pro- • 
měnnýsi od vzorku k~ vzorku. Korelace me~i ruznými testy jsou .často poněkud 
·(nebo i značně) jiné u muž~ než u žen, u psychotilru ,než u normál~ich osob, 
u k0111inťlru .než u pojišÍovacích agentů a ovšem jiné u lidi, kteří stěží umějí 
číst a psát než u těch, kteři mají velmi dobré vzděláni. Jakýkoli údaj o -ko­
relaci je tedy neúplný {ne-li dokonce klamní), není-li přeSDě řečeno, na ja­
kém vzorku byl zJUt,n. 

{b) Výběrový cha.rakt:er faktorů 

Výběrový charakter korelaci má za následek i výběrový charalcter fakťord 
{případně i korelaci mezi faktory). UdaTá se např. (Vernon, 1961), že výsled­
kem faktorové analýzy testů schopnosti u- bra.uců byl opecný inteligenční fak­
tor vysvětlující 50 % variance, zatímco faktorování tých! testd u skupiny 
lcandidátd d~stojnické školy vedlo sice také k obecnému inteligenčnímu fakto­
ru, ten však vysvětloval .pouze 15 % variance. Guilford, který konal - své vý­
zlcum,y na velmi homogenní skupině vysoce inteligentních mu!d, dokonce popírá 
existenci obecného inteligenčního faktoru a popisuje několik desítek faktord 
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·rozumových schopností, jejichž korelace jsou nulové (Gui~ford, 1967). Obecně 

mOžeme říci, že kvantitativní homogenizace (v daném příp~dě podle celkové men­

tilni ú~ovně) vede k rozrůzněnějš~Y 9br1J.:~ sohop~9ati! k většímu ~o!etvi 

speciálnějších ("užších.:} f::.ktora. Faktor obecná inteligence (a tedy i měření 

inteligenčního kvocientu) má ve vysoce homogenní po·pulaci malý význam. 
. . 

Někdy se provádí faktorová analýza projew psychiatrických pacientů. 

Skupina tiehto pacientů představuje velmi slo!itý výběr, který také silriě 

ovlivňuje korslace a z nich odvoze-ně faktory. To je celkem pochopitelné. 

Psychiatr musí samozřejmě klasifikovat své pacienty podle jiných kategorií 

a hodnotit je v jiných "dimenzích", než které se hodí pro popis normální, 

zdravé osobnosti. Psyéhologové mají ovšem často sklon p~užívat , psychopatolo­

gických pojmů pro popis normální ;sobnosti. 

Zde narážíme na ze.jímavý problém. Psychiatr {a pQ n~;: peych~lo~) mdle 

říci, že -u jistého ~ormálního člověka shledá-v.á náznaky hysterických reakcí. 

nebo cyklotýmniho tempijramantu a tyto výroky_ mohou mít velmi dobrý smysl. 

Jsou však lidé, na kterýeh psyehopatologi~k, pojmy prostě selhávají, nevysti-
r 

hují jejich osobnost (ani v záporném smyslu ) . Pak nám často chybí vhodné poj-

my, protože psychologi~ osobnosti se · doposud daleko viee , zabývala neilastný­

mi, disharmonickými a selhá~ajieÍJI! ne~ -J!aatnými, ha.rtmonick:ými a úspěšnými 

lidmi. 

Jak uvést tyto myšlenky v soulad s předpokladem univeriálnoŠti vlastno­

stí tviz str. 8 )? Jedna možnost je prohlásit, že potřebujeme diferenco­

vat mezi lidmi, · kteří mají psychopat9logieké vlastnosti prakticky v ~ulově 

miře. Pro každého z nich je velmi dúležité, že je má v nulové siře, neboi 

tím Je zaručeno jeho duševní zdraví. Avšak pro pochopeni individuálních roz­

dílů ve skupině takto výrazně normálních lidí jsou pa.k psychopatologické 

pojmy nutně irrelevantni. Tato možnost předpokládá silně zešikmené rozloženi 

příslušných vlastnosti. - Druhá mo!noet (konceptuálně nat~lik složitá, že ji 

zde nemd!eme rozvádět) je vycházet z toho, že se v urě!té pppulaci sice ;y­
sk:ytují jednotlivé symptomy, ale že se nevytvářejí ko~elaění syndromy jako 

v jiné populaci. 

{c} ' Potřeba univerzálních faktor~ 

Je samozřejmé, !e popisné pojmy, které se na někoho hodí a na někoho 

nehodí, jso't méně přitažlivé ne_! pojllY. univerzální. Proto se i faktorovi ana­

lytikové snaží, aby jejich faktory měly co nejširší platnosto · 
\ 

Obecně řečeno, výsledkem výzkum~ je určitý komEromis mezi uni verzálno-

stí a adekvátnosti faktorů. Keyby např„ bylo naším cílem zkoumat do všech 
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detailů osobnost středoevropského adolescenta - studenta, dospěli bychom po 
řadě faktorových analýz k jemně prokreslenému obrazu, k systému faktord, 
~erý by byl velmi adekvátní pro popis jednotlivců této skupiny, ale který ' . 

' . 
by se už hfil-e hodil na adolescenty - uěně, neml~vě c dospělých lidech ve Spo­
jených státech ·nebo dokonce v Japonsku • 

. Konkrétní podobou, výzkumnou realizací uvedeného kompromisu je použiti 
vzorku, který -je v urěitých směrech heterogenní. Například při faktorové 

· anaiýze, jež má-být základem nového osobnostního dotazníku, použijeme ado­
lesce .nt,'.i i dospělých obojího pohlaví z různých spoleěenských vrstev, i když 
to vyloučí pou;žiti mnoha otázek , které by se velmi dobře hodily jeli pro ado­
leacenty nebo jen pro ženy nebo jen pro lidi s vyšším vzděláním apod., pří­
padně otázek, které mají •pro každou z těchto skupin jiný smysl. 

Ve . specťálních případech můleae zjisiit . ve znaěně odliiných homogenních 
vzorcích identické nebo téměř identické faktoi:z. odvozené někdy částečně 
nebo úplně z Jiných testů. Je např. pravděpodobné, Žé Eyaeuekovy faktory 
extraverze - introverze ', neuroticismus a připe.dně y:ayc_hoticismus ~ze pova!o- · 
vat za antropologicky víceméně univerzalni, a !e by je bylo mo!no zjistit 
ve větiině kultur, i kdy! na základě odlišných testd. Daleko skeptiětějši 
jsme v tomto ·směru ke známým Cattellovým ěeetnt~ti osobnostním faktorwa, . ' . . 

~ i kdyl Cattell sáa je za univ~r~álni považuje. To je příliš jemný obraz, 
který se do znaěné ~iry hroutí již při převodu do našeho kulturního prostře­
dí.1) 

Do111Dívám6 se, !e většina dosud popsaných faktord je předěasnou genera­
lizaci. Zjistíme-li např. urěité faktory na základě studie, ve které byly 
faktorové ~alýze podrobeny posudky razných snaků a projeri 1)9.tnáctiletých 

. . 
děti (zachycené posuz~vaoimi škálami), jak je interpretovat? Měli bychom 
mluvit o korelačních trendech těchto posudků, které jsou ovlivněny nejen 
specifiěnosti našeho vzorku posuzovaných dětí, ale také specifiěnoeti vzorku 
našich posuzovatela; ostatně nevíme ani, jakým zp~sobem a v jakých poměrech 
se v nich mísí dimenze laického psychologického ·povědomí s dimenzemi· po­
zorované elruteěnoeti. Touha po laciné originalitě bohužel dovedla některé 

1) Faktory osobnosti zpravidla "vznikají " - zejména v Americe - jako výsle­
dek studií konaných na studentech 1. ročníků vysoké - školy. (Na tuto úzkou 
základnu velké ěásti empirické psychologie bylo už vícekrát poukázáno.) 
Tito . studenti jsou pro mnoho autorů snadno dosaHtelni i snadno testova­
telní. Zjištěné !aktory se pak hledají .u ~zných vzorlru dospělyoh i dětí 
s různým vzdělánia a z různých sociálních vr ~tev, případně se ověřuje je­
jich existenc e v jiných kulturách ve snaze prokáz at jejich univerzálnost. 
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autory k-· objeM "faktor~ qsobnosti", které ae nepodařilo a · patrně nepodaří 

· nezávisle-ověřit. 

(d) Praktické pok;yn.y 

Jak si prakticky počínat při výběru vzorku pro faktorovou analýzu? Pro 

konk:r~tní ro.zhodnuti . je třeba' mít p,ředeviím na myslť účel faktorováni. 

Jestliže šlo Guiiford~vi ~ nalezeni velkého počtu jemně odlišených faktord 

v rozumových schopnostech, kterým by bylo mo!no nakonec přiřadit funkční 

systémy, tedy o podrobné vymapování intelektových funkci, bylo namístě pra­

cov~t s homogenními vzorky o vysoké mentální úrovni. Mají-li však faktory 

schopnosti sloužit jako teoretický základ ~ro sestaveni široce použiteiné 

inteligenční baterie, je vhodnější pracovat s reprezentativn~ vzorkem po­

pulace1 výsled~e~-bude daleko jednodušší a hrubli, ale univerzálnější a pro 

daný účel užit~čnějii faktorový obraz. Chceme-li zkoumat dimenzionalitu ci­

tovýc·h sta.v& přístupných introspektivníau pozorováni, zvolíme patrně vysoko-

. školské studenty humanitního .směru {snad uměleckého nebo jazykovědného zamě­

řeni - radiJi ni _koli psychology, kteří by mohli být indoktrinováni) apod„ 

Při atudi\.t postojil v &ociologii pouiije111e patrně vždy rěprezentativniho 

vzorku populace, o které chceme d~lat závěry. 

V základním vtzkumu je ěasto vhodný co nejhomogennější · v.zorek (nebo 

paralelně ~ěkolik rozných homogenních vzorlro). Avšak není tomu tak vidyo Ně­

kdy převažuje výhoda heterogenního vzorku, kterou 1 jsme dosud n~uv~dlis Hete- ­

·rogenitu mil!eme popsat několika proměnnými {např. věk, s·ociální _staťua, in­

teligenční kvocient, dichotomie 11u!-žena, ěernoch-běloch,- kuřák-nekuřá·k· apod.). 

Tyto proměnné m~!eme pojmout do ·faktorové analýzy, a to bua spoiu s ostatní­

mi, základními proměnnými, nebo dodatečně, pomocí Dwyerovy ex~enzni analýzy 

(viz -str. 55 ) z d~vod~, které probere~e v souvislosti s výběrem testO pro 

·taktorovou analýz~ Prominn, ·tohoto druhu mají velkou přednost·; jsou zpra­

vidla spolehlivé a snadno interpretovatelné • . Můžeme se ·o ně proto opřít při 

interpretaci (či "identifikaci") faktord. Kdy převažuji výhod,y homogenního 

a kdy heterogenního vzorku, lze těžKo posoudit bez určitá sčetlosti ve fak­

torově analytických studiích a bez vlastní praktické zkušenosti. 

3. Výběr a konstrukce teat0 1 ) 

Výběr a konstrukce testd je pravděpodobně_ nejdOležitějěi, n~jvice roz-

! 

---------------------------------
1) Připomeňme, !e slovem "test" rozumíme jakoukoli empirickou proměnn~u, te- · 

dy například dotazníkovou položku, kolní odpor, měsíční příjem atd. 
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hodující fási faktoro•ého výzkumu. Nikoli seb~ání velkého množství dat, ni-
. koli rozsáhlé strojní -.ýpoěty budící dojem vědeckosti, nýbrž intelektuální 

price, která proběhne. dříve, ne! se roztoěí ~yklostil . nebo zaěnou připravo­
vat laboratorní se.řízeni - te.to intelektuální příprava. je jádrem faktorové­
ho výzkumu. Pro tuto práci samozřejmě nelze dát univerzální návod •. Je možno 
uvést Jen některé obecné zásady a zk~ienosti. 

{a) Náhodnf výběr 

Myšlenka náhodného výběru testd vychází z představy, le oblast, v ní! _ 
chceme. provést fakto~ovou analýzu, je analogická s · plochou 1>, ·kterou je sól-
no "atejnoměrni pokrýt" testy. Této stejpoměrnj hustoty test~, pokrývajících 
danou oblast, je ao!no dosáhnout ex post ·, když ul máme danou o~laet prozkoumá­
nu. Avšak náhodným výběre• se k této stejnoměrnosti přibli!ujeme. Faktorová- . .,,._ 
nim náhodně yYbraného norku z nekoneěného (někdy také koneěného)· uo!etvi 
testd, jel jsou pro danou .oblast ayalitelné, dojdeae k !aktorwn, jet budou 
tuto oblast dobře vystihovat. 

Z uvedeného předpokladu se !aato vychází. "Náhodný výběr" se přitom pro­
vádí často jfl,ko namátkový výběrs autor studie v1birá ·z exiatujicich testd ne- · 
bo konstruuje noÝé podie toho, jak ho napadnou {např. dota.zn~kové poloik;r, 
posuzovací škálÝ atd.). 

Namátkový-vfběr je ovlivňován· implicitními hypotézami. To nevadí, jsou­
li tyto bypot,sy bodnotn,o Je oviem. lépe převést pokud možno iaplicitni hypo­
tézy na explicitní, formulovat je .co nejpřesněji a. podle nich testy eyatea&­
ticlr,y yYbirat. Pokud se nepodaří b,ypot,zy explicitně vyjádřit, je radno dep­
iit neaátkovf výběr tia, že po!áMme o spolupráci několik expertd a využijeme 
jejich nápada. 

láhodný výběr teatd je z obecně metodologického hlediaka úněconný & po­
kud ad!eme, vyhneme se mu. 

lb ) "llarlcera" 

Pro . termín "marker" je těžko najít vhodný aeský e)icviYalent. Rozumí so 
jim test, jeho! faktorové ~lo!ení je zná• , a pokud možno jednoduchéo Zařad,­
ae-li ~~ nebo vice markere do kore~a!ni matice, mdleme se spolehnout, ie . 
získáme příslušný faktor. Je velmi výhodné mit v lcorelaěni ma-tici spolehlivě 
réprezentovány nejddl.eHtějii faktory, které byly v dané oblaati nebo na je-

--------:--~~--------------------
2) »asledniji ·bychom mluvili o mnoharozměrném.prostoru. 
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jím pomez.í jU pevně .stano.ven,r ·(např. extr&v$rze při výzkumu osobnosti). Je­

·1i tento faktor sycen 1 dalšími ~esty nel jsou jeho f:fl&.rkers, _převedli jsme 

část. nezoáaého na známá_, ě4st variance je vysvětlena.. 

Příkladem výzkumu, kdy .bychom,mar~ers jistě doporučili, je fa.ktof"ová 

analýza Wechelerova testu nebo polo!ek nového osobnostního dotaznilcu. Bez 

nich ·by interpretace faktorů byla nejistá. Taká při rotaci se o ně md!eme 
/ 

opřít (poslouií zejména ,jako pokusné vektory a k bezpečnějšímu stanovení nad-

rovin při vizuální L-otaci}. 

(c} Viběr test~ · z hlediska vylouěení nebo -izolace artefakt~ 

Ve faktorovém výzkumu věnujeme velkou pozornost tomu, abychom neprodu­

kovali artefakty, zdánlivé faktory, jd mají původ v nepodstatných okolno­

stech výzkU1nu. ,Dáme příklad zvlá§tě primitivní. Předpokládá se, že Bourdon~v 

škrtac! ~est měří vytrvalost. Rozhodneme-li se provést faktorovou analýzu, 

jejími cílem bude nalezení faktoru vytrvalosti, ·mohli bychom zařadit do ko- . 

relaě?i matice několik škrte.cích testů, ~bychom z jejich kor~lací odvodili 

tento faktor. Ze lkrtacich test~ skuteěně "vznikne 11 faktor, ten vě!11' bude 

daleko spíše faktorem schopnoa.ti zvané "percepční rychlost" ne! faktorem vy-

' trve.loatio Teprve zařadíme-li - testy vytrvalosti r~zného druhu, z nichž vět-
, I 

šina ··-nebude souviset s faktorem percepční rychlosti, mdleme doufat, !e doata.:. 

neme skute!ný faktor vytrvalosti. 

Někdy se snažíme vyloučit nožáaoucí slo!ku _varifµlce zpdeobem skórování. 

·Napříkla~. v Bourdonově ,testu ·•bychom mohli za skÓ~e vytrvalosti považovat 

rozdíl mezi druhou ·a první polovinou testu (zda _proband odolává únav~ a je­

ho výk011 neklesá, nýbr! .naopak stoupá). Opět musíme čelit nimitce, !ev tom­

to . případě měříme spíše učeni. Tomu .bycbom·mohli částečně ěeiit. tím,!~ by-, . 

chom nejdříve provedli delii zác_vik, ·abychom se dostali na plató křivky uče-
. . 

ni & pak teprve bychom ·nekleeé.ni výkonu v čaae povalovali za ukazatel ·vytr-

valo~ti. Jieym příkladem je zp~sob skórově.ni použivanj odedávna u ergogra.tui 

vy-zkoušíme nejdl'ive, jakou maximální eílu ·dokáže proband tahem překonat 

a pak mu dim~· úlohu překonávat opakovaně poloviění sílu. -

' 
(d} Konstrukce test~ pro ~aktorovou.analýzu 

I . ' 

Jeatlife konstruujeme testy speciálně pro faktorovou é.Dalýzu, dbáme 

především o t o, ab1,_. b7ly gaaově úsporné. Faktorová studie má představovat 

širolq záběr, pak teprve se plně uplatni eila faktorové analjzy. Proto 
. . 

platí, !e -raději pouiijeme většího ~oletvi krátkých, - méně spolehlivých 

testd ~e! menšího mno!ství epolebllvějších. tfěelem faktorové analýzy totil 
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není pře~né posÓuzení jednotlivých případů,'" ale přobád:ání vztahů mezi testy · 

(resp. aspekty skuteěnoeti, jež t6áty repre~entují}. Méně ·spole~livý test bu­
d~_-mít zajisté niHí faktoróvé ~átěže, ale -spoleh~ivost těcbto _ zátHí mů!eme . 
libovolně zvyšovat zvitšovánín poětu pr~bandů. Zde nejsme (aspoň bych~m ne­

měli . být) omezeni. Na druhé straně ěas 'testování každého j_edince je omezen, 

at už jeho ochotou ěi únavJu atd. 

Pokud m~žeme, vyhýb&me -se faktorování experimentálně závis~ých ~estů 

(například větě~ množst~í parametrů odvozených z téže křivky krevního tlalcu)o 

Pré.xe ukazuje, že to často vede k artefaktwn. 

Zvláštním případem experimentálně závislých skóre jsou ,!peatiyni skóre 

(tj. jedno skóre mdle být větší pouze na úkor jiný~h skór e - příkladem může 

být Allport-Vernon~v dotazník hodnot). Zde zále!í ná tom, jak silný je ipea­

tizaění efekt. Pokud je ipsatizaci vzájemně propoj~no méně než 5 skóre , je 

faktorování asi · jistě nesm,yslné. 

(e) Problém faktorováni položek 

Velké množství test~ lze snadno získat tak, že za testy považujeme jed­

notlivé položky, například otázky povahového dotazníku nebo úkoly testu 

schopnosti. 

Faktorování úloh z testů schopnosti je zajímavé ve velmi speciálních 

případech (např. sledóvání vlivu obtí!nosti na· faktorové ·složení položky), 

zpravidla je úěeln.ější faktorovat testy skládající se aspoň z několika úloh. 

Položky povahových dotazník-a se - z _logického hlediska - hodí k falq;oro­

vání velmi dobře. Potíž je v tom, že bývají dichotomické (Ano - Ne), co! 

často vede ke zkreslení korelaěního koeficientu a v důsledku toho i ke 
1) . / 

zkreslení faktord • Nespolehlivost položek v psychometrickém smyslu by nemě-

la být překážko·11, protože ji lze kompenzovat množstvím probandú. 

' 

D) Strategie faktorového výzkumu 

Faktorový projekt může· být značně rozsáhlý a jeho provedení ěasově ná­

ročné. Přesto se na něj díváme jen jako _na jeden krok v soustavném poz?áváni 

dané oblasti . Jediný výzkum neznamená nico 

-----------------------------
1) Na tuto potíž narážíme ovšem i při jiných dichotomických testech, jak 

~ jsme se o nich zmwili na str. 105 • Plně uspokojivé řešení nebylo do-
sud nalezéno. · 
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z. tohoto hlediska se ptáme, jak b7 měly faktorové projekty na sebe na­

vazovat, případně jak by ae měly kombinovat s jinými, nefaktorovým~ projek­

ty. To nás zajímá i při provádění urěitého výzkumu, jak zajistit jeho návaz­

nost na jiné výzkumy? 

1. VzájelllJlá návaznost faktorových výzkumd 

Pl-edevším je třeba, aby na sebe navú.jem navazovaly faktorové výz~. 

Prozatím to bohufel zdaleka není samozřejmé. Dosavadní výsledky představuji . 

tříil, ve které je obtížné se vyznat. 

Problémem je například už pouhá replikace, zopakování vfzkumů. Dochází 

k němu zřídka. Casto je dokonce nn~lné replikaci provést, protože autoři 

nepublikují celý postup sbíráni dat in extenso a po několika letech bývá 

velmi obtilné získat přesný popis postupu od au~or~ ~amých. Bývá tomu tak 

pro mnoiství proměnných. Přesný popis šedesáti testd věetně přesných 

instrukcí, údajd o technice snímáni, o použitím vzorku a nejroznějěích okol­

nostech představuje knihu o mnoha stránkách - knihu, která mdže zajímat jen 

málo ětenářd a proto není nikdy publikována . Avšak i kdyby byla publikována, 

honba většiny výzkumných pracovnikd za originalitou by jim stejně zabránila 

v používáni metod jiných autord, aníž by je rozným zpdsobem modifikovali. 

Disciplinované navazováni na starší výzkumy je výjimkou i uvnitř většiny 

škol v psycholo~i osobnosti. 

Pro nás je zvláště důležitá transkulturálni repli~, tj. opakováni 

výzkumu konaných v jiném kulturním a jazykov~z prostředío Devět des etin 

výzkumů konaných u nás v psychologii osobnosti by mělo být věnováno účelným 

tra.nskulturálním replikacím. 

Většina faktorových výzkumů se koná na mladých dospělých. Ve Spojených 

státech to bývají studenti prvních roěn:Oro vysoké školy. Problémem je pak 

platnost výsledlro, tj. existence příslu!ných faktoro, v jiných věkových 

i sociálních skupinách, jinými slovy věková a sociální univerzálnost fakto­

ro. Repli~ce faktorových výzkumů na odlišných vzorcích se provádí zřfdka 

a ještě vzácněji o potřebnou soustavností. 

Generaltzace výel edldl z různých studií, konaných -na odliěnych vzor­

cích, různými (ěaeto nedostatečně popsanými) testy, a poněkud odlišnou tech­

nikou extrakce a rotace faktoru, je velmi obtílná ' a nedostateěně průkazná. 

easto můžeme pouze říci, že faktor stejně nebo podobně označený (ve slovní 

interpretaci) se vyskytuje u většího poětu , jiný u menšího počtu aut~rd. 

To je ovšem velká slabina dosavadního faktorového výzkumu. 
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Byly vypracovány rdsné etatistické testy pro ajiitěni, do jaké mí17 ·j~ 
urěitj faktor nalezený v jedné atu~ii ~podobný jinému (enad stejně_ pojmenova­
nému) faktoru jiné studie. Podmínkou ovšem je, aby v obou studiích byl doata­
teěný poěet shodných ěi aspoň velmi podobných test&o · Bejznámější je Burt~v 
kongrueněni koeficient, podobný ,korela!nímu koeficientu, 

(32) 

. ti-li bft prokázúa shodnost (identita) dvou faktor~ z r4zných studii, je 
třeba, aby nejen sytily tyté! testy, ale také aby se shodovaly v tom, ~ 
testy neszt!• 

Nový faktorový projekt by aěl vld,Y navazovat na podobné starší proj~kty, 
a to tak, aby doiel pokud • oino . k ji! zn&mým faktorwa, aby přispěl k jejich 
hlubšímu poznáni a aby 1c nim přidal nové, dosud neznámé nebo jen hypoteticky­
předpokládané faktory. To oviem neznacená mechanické "přilepováni" nových 
výaledlru ke starým. Na.opak. Sprané je revidovat výaledlq stariich studii, 
a to zejaéna pokud jde . o rotaci. Lze napřilclad znow rotovat faktorové mati­
ce starších studii a faktorovou matici z vlaetn! nové studie, a to tak, aby­
chom dosáhli co nejlepií shody mezi faktory a co nejlepšího kuaulativního 
obrazu dané oblasti. Ja&J>oet a přesvěděivoat tohoto souhrnného obrazu je da-' . leko ddleiitějěi ne! napfiklad · optimá.lní jednoduchá struktura uvniti' kaldé 
ze studii. 

Zpdsobem naznaěeným v předchozia odstavci se v poslední dobi sa!íná pra­
covat, co! nepochTbni znamená novou etapu faktorového výzkumu. 

~• N1haznoat faktoro!lch a netaktoroyjch výzkumd 

Donedávna zela ~ezi multivariaěním výskuaem ,. (reprezentovaným předeviía 
faktorovou analýzou) a ostatními oblastmi 'lýzkwiu (-la.boratorni e~periaent, 
vývojová studie) hluboká propaat. Dodnes je propojen-! těchto oblasti slabé. 
Ho!noat navazováni nefaktorových výs~ na faktorové a naopak je však velmi 
slibná. 

(a} Navazováni faktorových studii na nefaktorové 

Autoři faktorových výzkwll~ odvozuji evé hypotézy - i kdy~ ze.tím jen . opo­
radicky - ze závěrd experi •entálnícb i výTojových studiío Například Ey-ae~ck 
navazuje na některé teorie uěeni, zejména na Hulla, a odvozuje pojem extra­
verze ·z individuálních rozdíld v podmiňování, reap. v dynamice vzruchu 
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a útlumu. Podobně - poje■ ·vývojové diferenciace vedl. řad.~ aut~ra ke. sr.ovnáváni 

faktorového obrazu schopnosti na růz~ýc~ vývojových stupních. 

'b) Nav&zováni nefaktorových studií na faktorové 

'Pokud faktorová analýza plní posláni, jel ~í přiřkl Thurstone, tj . před~ 

bě!ně mapovat dosud neznámé oblasti, jsou její výsledky ideálním materiálem 

pro další, nefaktorový výzkum, ať základ.Di či aplikovaný • 

. Genetické studie jsou ěa.sto desorientovány tím, ie se badatelé nemohou 

dohodnout, které rysy by měli ve výYoji sledovat. Například je logické sle- · 

dovat od rBllého dětství vývoj podstatných vlastností zjistitelných v dospě­

losti. K tomu ovšem musíme vě~ět, které jsou podstatné vlastnosti - co! j~ 

otázka faktorové analýzy. Do této souvislosti patří i studie dědiěno~ti 

a próstředi. Zkoumáae podíl dědiěnosti - ale ve kterých vlastnostech? Zde 

musí dát odpověa multivar!aění výzkum. 

Experimentální výzkumy se ěasto navzájem rozcházejí, proto!e jejich auto­

ři pouHvají poněkud odlišných závislých proměnných. Značného de .plen°! je 

mo!no . dosáhnout, poui_ije-li se v experimentu nikoli jediné empirické závislé 

proměnné, nýbrž nikoli~ empirických závislých p~oměnných, o nichi je z fak­

torového výzkumu známo, !e jsou eyceny týai faktorem. Pak je závislou proměn­

nou faktor. O něco alo!itějií úvahu by vyžadovalo objasněni ddvod~, pro kte­

ré je záhoclllo pou!ivat faktorových podněť6, resp. manipulov ,at taktory" nezá­

visle proměnnýc~, nikoli jen jednotlivými empirickými nezávisle proměnnými. 

Terapie duševriích poruch, ps1chyogilta i výc~~! by měly mit stanoven 

cil v terminech faktorl1 duševního zdraví, povahových a charakterových rysů. 

- Sledováním této úvab,y bychom· ae dostali k problému, _ zda faktory změny jsou 

tyté! jako faktory : atatického p9pisu, který je zcela nevyřeěeo. Je moiné, 

!e faktory etatického popisu _.by měly daleko vice než dosud vycházet z dynami- . 

ky možných změn - čímž se dostáváme opět k navazováni faktoro~ch výzkw!la 

na nefaktorové. 

' 
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Z á v ě 'r e m 

Faktorová analýza je neen~dná .metoda. Zejmén~ je obtížné proniknout do 

její Íogik;y _a n~učit sé jí používat. V těchto skriptech - zvláště v jejich 

poslední ěásti - jsme považovali za nutné poukázat na mnohá úskalí, na nich ! 

mů!e ztroskotat i projekt sestavený a provedený s velkou poctivosti a pili, 

někdy _ i se značným důmyslem. ~o by ovšem nemělo odradit adepty faktorovs ana­

lýzy od používání této jedinečné, elegantní a -perspektivně svrchovaně slibné 

metody. Jsme hluboce přesvědčeni, že plánovité, teoreticky podložené a tvoři-
'· . ' 

vé uplatňování faktorové analýzy povede v nejbl~žších letech ke ~kuteěným 

objevům jak v· psychologii osobnosti a jiných oblastech psychologie, tak 

i v dalších ~ědních oborech. 

. / 
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Významy soustavně pou!ívaných symbold 

A ••• nerotovaná faktorová matice 

P ••• rotovaná faktorová .matice 

V••• matice referenčních vektord při kosé rotaci 

R ••• matice korelací mezi testy 

••• matice kosind úhld mezi faktory (korelací mezi faktory) 
. I 

• • • matice kosind úhld mezi referenčními vektory (korelací 

tory) 

118Zi . ret. vek-

' 
T ••• transformační matice vedoucí od nerotované matice A k rotované matiei 

P, v případě kosé rotace k. faktorové strukt~e S 

••• transformační matice vedoucí od nerotované matice A k rotované mati-·, . 

civ · 
" F ••• matice ideálních faktorových akÓre 

F ••• matice odhadnutých faktorových skóre 

z ••• matice testových skóre 

zj •• obvyklé značení pro test v ob_ecných rovnicích 

aj .. obvyklé znaaení pro zátěž společného faktoru 

rjj. reliabilita 

h, h2~ ••• délka testového vektoru v prostoru společných faktord; komu.nalita 

jalťo její druhá mocnina 

N •• o počet osob 
• 

n ••• počet testl1 

m ... počet faktorů 
, 

• 
• 

25 399 PS - 113 -
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Dodatek 
.. 

WeJddle!itějii ma~icové operace ve faktorové analýze 

Uěebnioe faktorov, analýzy Obvykle vy!a:dují znalost základd-maticoYi 

algebr.1. Hůe· Prolegomena jsou urěena. čtonáti, který maticovou algebru nenuaá. 

Aby si však dovedl něco představit pod gÁkladn:ími faktoro'fjni formulemi 

a mohl procviěit rotaci faktord, _je třeb&, aby se seznámil~ aspoň zcela po­

n-cbni - e některý-mi elementárníllli aaticovjmi vztahy a openwemi„ 

Jf.atice 

lfaticí nazýváme soustavu ěíoei uspořádaných do pravoúhlého acheaw.tu; 

např.a 

O 3 l 

2 2 2 

O O 1 

2· ·6 -1 

4 1 O 

Tato matice obsahuj~ 15 ěíael v pěti řádcích a třech sloupcích. Nazvali by­

chom ji maticí typu (.5x3)·. (Hsldm O, 3, 1, 2, ••• ří.káms prv}Qr ntiee„ 

Obecně zapisujeme matici typu (mxn), tjo matici o m fádcich a n sloup­

éích, taictoa 

o 811 ~2 ••• "'in 
A. - &21 &22 o." a2n 

• . • . • • • O ' . .. o 

a.ml &m2 ••• a mn 

Dvojitý index alou!i .k rozlišeni řádků a sloupců - např. ajk j e prvek z prd­

seěiku j-tého řádku a k-tého sloupce. První index j · je tedy zpravidla ~ádko­

Yý (j • l, 2, ••w , m), druhý . k . sloupcový (k c 1 9 2, ••• , n ) . Místo dvo­

jitých ěar ulíváme někdy hranaté závorky. 

Je-lim= n, tj. aá-li matice stejný počet řádlru a s l oupe~, mlU'Vime 

,o čtvercové matici n-tého řádu. 

I 
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Vektor 

je speciální pf-{pad matice; je to bua jediný fádek nebo jediný sloupec. 

Matici typu (1 x n) osnaěujeme jako řáclkový nktor, matici typu (n x 1), jako 
I 

vektor sloupcový. Hapf. 

je i'áclkový _vektor, 

6 

2 

12 

l 

5 

vektor sloupcový. 

Rovnost matic 

-3 o l 0,4] \ 

Matice A a B jsou si rovny (A O B), jeatli!e je kaldý prvek matice A ro-
- . 

v~n odpovid&jicáu prvku 11&tice B, tj. je-li aJk • bJk pro _viecbny hodnoty , 
indexd j a k. · 

Z definice je sřejmé, ie o rovnosti Je molno ·mluvit Jen ·u matic t,hol 

typ~. 

Matice transponovaná 

Matici, která je z matice A typu (m x n) odvozena záměnou fádkd a sloupcd, 

oznaaujeme A• a nazýváme ji ·matici transponovanou k matici A. Matice A" je ty- · 
o pu .(nxm). 

Bapf. transpozici matice se str. 115 vznikne tato matice tn>u (3 lt 5.) I 

H 
2 o 2 4 , 
2 o 6 l 

2 l -1 o 

Transpozici řádkového vektoru vznikne vektor sloupcový, se sloupcového 
řádkový. \ 

Symetrická matice 

Matice je symetrická , je-li rovna matici, která · z ní vznikne ~ranspono~ 

váním, tjo nezmění-li se při záměně řádlru a sloupcd. Protože rovn~ si mohou 
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být jen matice téhol typu a při transponováni se typ matice v obecném připa­

di mění, mohou být symetrické jen matice !tvarcové. 

Symetrické jsou např. korela!ní matice, platí pro ně, le R= R•. (Při 

transponováni sdatanou na mistě_: ·hodnoty r _jj a pro j # k platí ·rjk • rkj) • 

Speciálním pf-ipadem symetrické matice je matice diagonální. Její prvky _ 

jsou pro jr k rovny nule; jen pnky se stejným řádkovým a sloupcQvým inde­

xem, tj. prvky v tzv. hlavní -di~nále, mohou být nenulové. 

Příklad diagonální matice, 

0,5 o o 
o -1 o 
o o 3 

o o o 

Součet a rozdíl matic 

o 
o 
o 
2 

SUtat a odčítat mdleme jenom matice téhol typu. Sluěování se provádí 

po prvcí~hs kaldý z\ elementd součtu, re~p. rozdílu matic A a B je součtem, 

resp. rozdílem odpovídajících si pnlru matic A a B. Platí tedy 

. c jk • a jk + b jk .' resp. cjk • ajk - bjk pro všechny hodnoty inderl _j a k. 

Např. 

o 3 1 2 2 -1 2 5 o 
2 2 2 o 3 2 2 5 4 

o o 1 + 1 l o • l 1 l 

2 6 . -1 4 o -2 6 6 -3 

4 1 o -2 o -2 2 1 -2 

Pro slučování matic platí zákony obvyklé algebry. Roli nuly, tj . čísla, 

jeho! přičteni či odečtení nemění hodnotu prvního členu, zde hraje nulová 

matice O, její! prvky jsou všechny rovny nule. Platí tedy A + O = A - O • A. 

Násobení matic 

Při násobení dvou matic se - zjednodušeně řečeno . - násobí řádky první 

matice sloupci druhé matice. _Přesnějis prvek z _J-té~o řádku a k-ťého sloupce 

matice C = A .• B je roven součtu součind odpovídajících si prvlro v j-té m 

řádku A a v k-tém sloupci Bs 
r· 

cj~ = ajlblk + aj2b2k + •• • + ajnbnk • 

Po několikerém pouliti Be toto pravidlo snadno sapamatuje. 
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lapl-. 

o 3 1 

-i i 
2 10 . 1 -8 

2 "2 2 l o 2 10 8 ·6 4 
o o l • -1 '3 o • .5 l. 1 l 
2 6, -1 5 l 1 -9 17 3 -11 
4 1 o 3 3. .8 13 

I 

První pn-ek (T pnnia řádku a aloupoi) jsme doatali takto, 

0.1 + 3 .(-1) + l.5 • 2„ 

prvok 'H ~tvrt,11 ffdk-u a třetím aloupcis . . . 

2.2 + ·6.0 + (-1). l • 3 

atp. 

llaticov, násobení C c AB lze provádět .Jen tehdy 9 Je-li poěet aloupcd •­
tice A roven po!lu f-4dkd matice B; ·růsně dlouh, řádky A a sloupce B bychoa 
totti wedeným zp~aobem. vdbec nemohli kombinovat. 

V aouěinu„ který jae zvolili za příklad, jsme .násobili matice typu 
(5 x J) ·a (3 x 4). Jako výsledek jame dostali matici typu (5 x 4) ~ Schematic-1 • ' 
Jey to 11džeae napsat takto , 

(5 X)) . • () X 4) ~ (5 X 4 ). 

Sx,ol~!ný ros11ir (po~et aloupcd A • 3 .; po!et řádlru B) _při nAaobení jakoby · 
3nizii ~ozměry eou~in u jsou dá.Dy zbývajieúai, okrajovými údaji o typech obou 
násobených matic. Pl a-ti to obecně, je-li první atice typu (m x n) a druM 
typu {n x r), aou~in je ty pu (m x r). 

U! z toho je vidět, 'le náedbení matic není komutativní ', le obecně nepla­
ll AB s BA. Náao~ni v opa!ném sledu dokonce • ěasto není vdb~c ao!no prov,at 
- t1á.př. u naieho pří.kladu to nejde, protoitt není splněn základ.ni předpoklad, 
poěet al.o~C:l mat ice, která by byla nyní první (t ·j •. 4), nesouhlasí a počtem 
řádka matice, která by tea byla druhá. (5). U .maticového aouěinu je tedy -
alespoň tam, kde by aoní o doj .ít k zámÍni - nutno unclět pořadí, v jakém mají 
být matice J1ásobeny. Zddrazňuje ae to i slovnia např. ~o aou~in AB říkáme, . ' !e matico A je násobena zprava matici B nebo !e B je násobena zleva matici Ao 

Podobně jako existuje analogie nuly při slu!ováni matic, má i maticov, 
násobeni matici, která hraje úlohu jednotkového /prvku. Jde o tzv. jednotkovou 

·matici (an1licley •identity matrix") zna!enou obVJkle I. Je to diagonálníma­
tice s diagonálními prvky r.ovnými jedn,, tj. matice 
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1 ·o o ... o 
o 1 o ••• o 

I • o o 1 • •• o 
• • • • . • • • o • 
o o · o ••• 1 

Pro jakoukoliv matici A a Jednotkov, matice vhodného řá.du plat i AI • _li • A. 

Ověfte ai sami, !e např. 

l · o o o o o 3 1 o 3 1 

o l o o o 2 \ 2 2 2 2 2 · 

o o 1· o o • o o 1 • o o l • 
o o o 1 o 2 6 -l 2 6 -1 

o o o o l 4 1 o 4 1 o 

o ' J 1 

.. 2 2 2 l o, ; I ,, 

• o . o 1 • o 1 

2 6 ~l o o 
4 1 o 

Transpozice součinu dvou matic 

Podobně snadno se mdže~e pfesvědčit, že platí 

Vlastně stačí si uvědomit, že při násobeni transponovaných ma.tic B 
1

A 
I 

ná.sobí­

ae řádk;r matice~- a sloupce matice A
1

, tedy sloupce Ba řádky A. A to je 

- až na záměnu. inden ' - totéž, jako pf-i násobeni netransponovaných matic AB. 

Ani obecný ddk&z uvedené rovnosti ·není_ obti!ný, ale spokojíme se s damonetra­

cí na numerickém příkladu. Na str. llá jsme násobili dvě matice, výsledkem 

byla matice typu (5 x 4)o Přesvěděte se, le při změně pořadí a ·transpozici 

obou činiteld dostaneme jako součin matici typu (4 x 5), která je transpozi­

ci výsledku ze atr. 118 , 

1 -1 

O 3 

2 O 

4 . -3 

5 

l 

l 

l 

• 

O ._2 

J 2 . 

l 2 
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Násobeni matice číslem 

Součin matice A s čislem · c je matice cA, která vznikne z A tak, le ka.!dý 

její prvek násobíme číslem .c. Např. 

H 
-2 o. 2 4 I o 1 o l 2 

0,5 • 2 0 , 6 l • l, _5 1 o ' 3 0,5 
' 

2 l -1 o 0,5 1 0,5 ·-o,5 o 

Násobeni vektord 

Vektor1 jsme detinova.li jako specU.llli při~ mi;ic. I · jejio ·h nájemné 

násobení probíhá podle týchl pra!idel jako násobeni .matic. Zmiňujeme se o něm 

·zvláil jenom proto, ab7chom (v podstatě nadb,tečně) ·upozornili na._dva typy 

.násobeni vektord ·, které jsou často. odliiovány . i slovně s 

a) Skalární součin je součinem řádkového vektoru se sloupcovým, tj9 sou-

• · činem matice ·. typu (l . x ,n) s_ matici typu (n :iť 1). Výsledkem Jt matice (1 x l), 

. tj. číslo. Zvykneme.-11 si označovat malými písmeny bez čárley zásadně sloupco­

vé vektory, pak skalární součin vektortl x a y zapiieme jako 

Tímto 1pdsobem mdleme násobit jen stejně "dlouhé" vektoryo 

b) Vek!!>rovt součin je so~inem sloupcového a řádkového vektoru, tj. sou­

činem matice typu (m x 1) a matice typu (1 x n) ~ Výsledkem je matice t7pu 
(lil X n)s 

~yl xi12 · • • • xlyn 
, 

x~l XY · • x~2 •o• X~D 

• • • • • • • • • • o • • • 

xm11 x,al2 ••• x,ln 
,,.. 

Normalizace vektord 

. 
Pi-i rotaci faktord často potřebujeme nortl!alizovat sloupce transformační 

' ' 
matice. Ty si mdleme představit jako sloupcové vektory. (Matici typu (m-x n) 

lze obápa~ jako slolenou zn sloupcových nebo m řádkových vektord.) 

Vektor j~ normalizován tehdy, když se _ součet čtvercd jeho ' prvlru rovn~ 

jedné. Normalizace se provád_i násobením 1fektoru konstanto _u, kterou obvykle 
k tomuto .účelu počítálle'. ·Pro vektor 
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1~ 

tedy hledáme k~staqtu k tak, . aby 

Odtud 

a tedy . 

k . • 
l 

Napf. pro vektor , [ 0,4 p„2 0,1 0,2] je Ia~ • 0,25 a ď t.udii k • 2. 

!formalizovaný vektor Je [o,a 0,4 .0,2 0,4] _ • · 

/ 

Transtormaěni matice pro ortogonální transformaci má,normalizova.né sloup-
. . 

ce; kromě toho věak má Jeitě dalii vlastnost, její sloupce jl!IOU vzájemně orto-
r . ' • 

~Dální. Tím ro zumíme, le skaUrni aou~in i-tého a k-tého sloupce je pro 

i, k roven nule . (Pro i• k je roven jedné; sloupce jsou nonaalizovány.) 

. Souhrnně mdl~me obě tyto vlastnosti zapsat jako rovnost 

Matici T, pro k;terou platí uvede.ni vztah, nazýváme ortogonální matici. 

·Determinanty 

Determinantem (determinantem n-tého stupně) matice 

A· • 

nazý,váme ěialo . 

a21 ~22 •• • a2n 

• • • .. . • • • • 

.... 
• • 

a 
DD 

, 

kde se s~itá pf-es viechDy permutace (lci , -~ , • • • , kn) 6ia,el 1,- _2, • •. , n 
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a kde r u.dává p~et inversi v permutaci (J;_, k2, ••• kn} J determinant ina­
čiae tak, takto• 

9,.1 8).2 ••• 

• • • • • • • • • • • 

a 
DD 

Pokuaíae se tuto "odstraluJici" definici trochu objasnit. ·Permutace je 
kaldá uspořádaná n-tice utvofen zn nznjch P"lru, v naiem pfípadě ze sloup-

. I 

covýcb in~etd 1, 2, ••• , n. Zpdsobd, jaJctmi je molno seřadit čísla od 1 
do n, Je n(b-1) (b-2) ••• 2.1 • nt · (n faktoriál). A o čialech k1 , kj v per­
aútaci (1;_, k2 , ••• , kn) ae říká, le tvoří inversi, je-li i < j 
a ki > kj, tj. následuje-li menlí číslo sa vitlia. Viisněme ai jeltě, le 
determinant7 poaítáme pouze pro ~tvercové · ma.tice. 

Vúae tedy, le determinant je slolen z nt členG, z nich! kal<Jt obsahuje 
jeden P"4!k (pře~ě_j-is . právě jeden prvek) z . kaldého řádku a z každého sloup­
ce. Zna,qnlca tichto členG závisí na po!tu inversi v permutacích, tedy na tom, 
Jak' je právě pořadí sloupcových indexll. 

Obecný návod v,rzkou!úie nejdříve na determinantu druhého stupně. lfáme 
ur!it determinant matice 

, 
Víme, le budě slolen ze dvou výrazd, protole · 2t • 2.1 • 2. Pořadí fádkoYých 
indexů zdstává stále stejné, u aloupcovjch vystfidállie permutace (1, 2) 
a {2, 1). První a1en millem~· hned napaa.t1 ~l a22 • V pořadi sloupcových in­
dexd zde není !áclná inverze, _ člen 8:ii a22 budete~ mit kladné znaménko (jaké­
kolb ěialo po~ieno na O Je rovno 1, ted,Y i (-1) . • l). Druhá permutace 
(2, 1) obsahuje jednu. inverai - větii aialo . (2) předchází aenii (l)J !len 
a12 a21 bude ted,y mít zaporné znar,a,nko /(-1) 1 • -1/. Pro determinant druhého 
atupDi jaae dostali, 

~l al2 

a21 a2? 

Od aouěinu prvku v b.Íavní diagonále musíme pro výpoěet determinantu odeěiat 
eouěill zbý-v&Jicicb dvou prvlro •. Např. 

- · l22 - -
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• 2.2 - 3~1 • 1 

Deterainant tfetiho at•upni, tj. determinant matice 

~1 8).2 9l3 
a21 a22 •23 

a31 •32 8)3 

•' bude ait )t ~ l.2el • 6 ělenll. Bejdfive ai aapíleae viech 6 perautaci ěi­

ael 1, 2 a 3 a urěíae--počet invera i a ZD8WlPka: 

1 2 3 

1 3 · 2 

2 1 3 
. 2 3 l 

3 l 2 

) 2 1 

o 
1 

. 1 

2 

2· 

3 

+ 

+ 

+ 

A ~e! ul ~dleme rovnou psáti 

•11 8 12 al) 

a2l a2? 8 2) 

&31 ·a)2 &33 

• ~la22a33 - 8J.18 2Ja)2 - ~2a2la33 + 

+ 8i.2•23a31 + al)a2la32 - 8i)a22a)l 

Bávod, jak si pamatovat jednotlivé ěleny tohoto determinantu, j~ molno sná­

zornit rdznii snad nejjednoduěší je t zv. Sarruaovo pravidlo• 

Pod determi nant si připíšeme (nebo .si je _ představ:f.me) anovu dva. jeho první 

řádk;y. Ra úhlopřiělcách~ jejich! směr odpovídá hlavni diagonále, leU členy 
. ' ' 

s ldadnýa znam,nkem, . ost~t ni členy (na úhlopříčkách zleva. nahoře .doprava do- , 

ld) mají snam,nko ·minw,. Snadno zapamatovatelné je takti toto znázoi-riěnia 
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!lenf ae zn811énkea + 

- ~O o o 
I 

o o 

!leny ae znaménkem -

o o/• 
o .,,. o 

•✓ o o 

ffiklada 

~ o o o 

' 

2 3 1 

-1 1 O 

4 2 l 
• 2•1•1 + (-1)•2•1 + 4•3•0 - 4•1•1 - {-1)•3•1 - 2•2•0 a 

• 2 - 2 + O - 4 +) - O• -1 

Determinanty vyiiích atllpňfl ul nepoěítáme přímo, ale převodem na deter­

minanty ni!ěich atupňd. Základem ·pro toto zjednodušeni je ·molnoat rozvoje 

detel'lllinantu podle některého fádlcu .nebo sloupce; výpoěet mdle být usnadněn 

i vyulitía dali _ích vlastností determinantd, a nimi! ·se ještě seznámíme. 

Rozvoj determinantu podle řádku nebo sloupce 

á) Subdeterminant (!!!!!.21:) Kjk (n-1)-niho stupně determinantu r Al pa­

třící k prvku aJk vznikne z ~eterminantu IAI vynecháním j-tého řádku 

á k-tého aloupcea 

all ~2 ••• a 
l,k-1 ~,k+l • •• aln 1 

a2Í a22 ••• a.2 k-1 a • •• 8 2n ' . 
2,k+l 

• • • • • • • • • • • • • • ~ . • . . • • • • • • • • o . • 

iljk • a a 
j-1,l j-1,2 ••• a 

j-1,k - l aj-1,k+l • •• a 
J-1,n 

/ a a ••• a a . .. aj+l,n j+l,l j+l,2 j+l,k-1 , j+l,k+l 

• . . • • • • • . . . . . • . • • • . • • • . . o • • • • 

anl an2 ... a n,k-1 a n,k+l • •• a 
DD 

b) Doplňkem Ajk prvku ajk v determinantu I A I nazýváme subdetermi­
nant . Mjk opatřený znaménkem {-l)j+k. Je t : dy 

A, jk • { -1 ),j+k li jk 
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Znaménka se střídají podle tohoto achématua 

+ + ••• 
+ + 

+ + 

+ + 
• 
• 
• 

Napf. subdeterminant patřící k pnku J . (první řádek, druh;ý sloupec) de­

terminantu 

2 

-1 

4 

J 

1 

2 

je determinant druhého stupně 

=1-1 ·, 4 

o 
1 

.. -1 ' 

. Je pnku 1 (první řádek, třetí sloupec) determinant 

• -2-4•-6. 

, 

Pi-ísluiné doplňky jaou 

.,,. 

(-1) 1+2 • (-1) .• 1 a {-l)l+J. (-6) • -6. 

"Ka!dý determinant md!e být rozvinut podle prvkd kteréhokoliv řádku !i 

sloupce. Rozvoj podle j-tého fádku m~leme zapsat táktos 

n 

I A I • L a jk Ajk , 
kal 

kde Ajk je doplněk prvku ajk. 

Analogický je zápis rozvoje podle k-tého sloupce, 

n 
I A I • L a Jk A jk • 

j=l • 
Platnost tohoto rozvoje (obecně ji nebudeme dokazovat ') si mdleme ověřit 

na determinantu třetího stupně. ·Rozviňme jej třeba podle prvního řádkus 
\ 

a;_l 
• 

- 125 -

L_ 



+ a12 (-1) 

Pokud tohoto ·prarldla uli•llme pro vjpoěet detenninantu, je Yýhodn, vy­
brati si pro rozvoj ttdek nebo sloupec, který obsahuje co nejYic nulovjoh 
prvkd. Např. determinant 

2 

-1 

4 

3 

1 

2 

1 

o 
1 

roavinoe podle třetího sloupce, 

2 3 1 
-1 1 O 

„ 4 2 l 
m 1 • 

-1 1 

4 2 - o • +1•1·2 -1 

3 
1 

• l•(-2 -4) + 1•(2 + 3) -c -6 ..,..5 • -1 

nebo podle druh,ho fádkus 

• (-1) (-1) 

„ 1 - 2 .. -1 

3 1 

2 · l 

Vlastnosti determinantů 

+ l • 
2 l 

4 l 
• {3 - 2) + (2 - 4) 

.. 

l. Determinant se nezmění, zaměníme-li v něm řádky a sloupce; jinými 
slovy 

IAI • IA'f 
• 

Všechna tvrzeni, která dále ~elovíme pro sloupce determinantu, platí 
tedy i pro řádky a naopak. 
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2. Souětov, pravidlo, 

~•bl al2 ••• ~D ~ 8l2 ••• ~D br 812 ••• '81n 
a2+b2 &22 ••• a2n &2 a22 ••• a . 

2n b2 · &22 ••• a2n 

• + 
• • • • • . . , . • • • • • • • • • . .. • • • o • • • • • • 

a +b an2 ••• a a an2 ••• a b an2 .... a 
D D nn n nn D nn 

('l'otél samozfejmě platí ~ro kterýkoli ji.ný sloupec -nebo řádek.) 

3. Determinant násobíme čísle■ c, náeobúne-li tímto ěislem viecbny prvky 

jednoho sloupcey např. 

all 81.2 oo • ·81,n ca11 al2 ••• ~D 

&21 &22 ••• a2n ca21 a22 ••• a2n 

C • • • • . • • • • • • • • • • • • . • • • 

•n1 an2 ••• a 
ml canl ~n2 o •• a 

DD 

4. Determinant se rovná nule; obsahuje-li jeden jeho sloupec pouze nulo­

vé prvky. 

5. Determinant změní znaménko, vyměníme-li · dva jeho sloupce.-

Všech pět uvedených vlastnosti se velmi ' snadno dokazuje; pro n~s stačí, 

když si ddvod jejich pl~tnosti budeme waět zhruba představit. 

Záměna řádlru a sloupe~ v pod.stati nic nemění na definici determinantu -

Je je~o, uvažujeme-li o permutacicch sloupcových nebo řádkových incierl. 

Platnost součtového pravidla je jasná z rozpisu n! člend determinantu, 
' 

v ka!dém členu vystupuje jeden prvek z prvního (event. jiného.) sloupce a po- · -

chopitelně platí např. !e 

••• a • nn 

Velmi podobné je zddvodněni pravidla o násobení determinantu číslem, ta­

ké stačí uvažovat o k&ždém zn! členů. 

Pro důkaz platnosti ětvrt,ho pravidla staěí představit si r ozvoj deter­

minantu právě podle toho řádku či sloupce, který obsahuje samé nuly. 

Pokud jde o _páté pravidlo, výměna dvou sloupe~ změní poěet inverzí v kaž­

dé permutaci sloupcových indexů vidy o jednu, proto se také zmini znaménko 

každého členu. 

- 127 -



Pět •laatnoati, kterým na Stikladi tichto úvah ul a61eae věřit, uaolni 
pfedeta•it ei, prol5 mají determinant7 jeltě tuto _vlastnosts 

6. Determinant se rov.ná nule, je-li jeden z jeho eloupcd line,rní ~ombi­
. naci _ostatních" {zeja,na obsahuje-li dva etejn, sloupce). 

Tato vlastnost je I hlediska faktorové analýzy ddlelitějií nei ostatní, 
proto zde uvedeme jeden I Jejích aolných jednoduchýÓh ddkasds Determin~t se 
dvěma stejnými sloupci • d!eae rozloUt na dva determinanty, :1 nich! kaldý ob-
aa~uje nulový sl~upec. Ne.pf. 

-i "l bl "l o bl o 8i bl 

a2 &2 b2 • &2 o b2 + o a2 b2 • 
&3 &3 bl 8J o b3 o al b3 

Analogiclr,y mdleae dokázat, le determinant Je roven nule, kd7I je jeden slou­
pec násobkem jin,ho, jeden sloupec souětem dvou jintch a koneěně i nejobecněj­
i! pfípad, kdl je jeden sloupec lineární kombinaci ostatních. 

Bezprostředním ddsledkem vlastnosti 6 je toto tvrzenís 

' 7. Determinant se nezmění, přil5teme-li k jednomu jeho sloupci lineární 
kombinaci ostatních. 

Bez d~kazu uvedelll8 ještě jednu vlastnosti 

8. Determinant matice C • AB, která je souěinem čtvercových matic téhol 
řádu, je ro•en aouěinu detenainantd matic A, B s 

I ·A • BI 

Hodnost matice 

Matice A má hodnost r, obsahuje-li alespoň jeden nenulový subdetérminant 
r-tého stupně a všechny s~bdeterminanty 1stupně vyššího než r jsou r~vny nu­
le. Jinými slovys hodnost matice je rovna stupni jejího největšího nenulové ­
ho subdeterminantu. 

Např. determinant. matice 

2 4 ) 1 

3 2 1 ,5 
B „ -1 l o o 

o 5 l 5 
je roven nules 
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4 3 1 ' 2 3 1 

B • (-1) • 2 1 5 + (-1) • 3 1 5 .. 
• 5 1 5 o 1 5· 

= - 1(20 + 2 + 75 - -5 - JO - 20) -1(10 + 3 - 45 - 10) "' 

• -42 + 42 = O • 

Při výpočtu tohoto determinantu - (rozvojem podle třetího řádku) jsme 

zjistili, _že obsahuje nenulové s~bdeterminanty třetího stupně. Protože deter­

minant IBI jé roven nule, má matice B hodnost 3. 

Hodnost matice můžeme definovat také jinak: Vzpomeňme ai, že determinant 

je roven nule, je-li jeden jeho -řádek či sloupec lineární kombinací ostatních. 

(Je ovšem možné, že to plati pro víc řád~ nebo sloupe~.) U matice Bz našeho 

příkladu můžeme např. čtvrtý řádek určit jako součet druhého řádku s trojná­

sobkem třetího. Je možno také říci, že determinant je roven nule, je-li ně­

který jeho řádek či sloupec lineárně závislý na ostatních , čímž zatím my:slime, 

že je vytvořitelný jako nějaká jejich lineární kombinace. 

Pojem lineární závislosti vektorů je ve faktorové analýze často užiteěný; 

proto zde uveáeme i jeho formální definici, 

Vektory b 1 , b2 , ••• , br jsou lineárně závislé, je-li možno vytvořit 

- jeji~h lineární kombinaci 

+ o<. b -= O, r r 

její! koeficienty ot 1 , cx.2 , ••• , O<.,r nejsou všechny nulové . 

Je-li nenulový např. koeficient oe,1 (alespoň jeden z koeficientů musí 

být různý od nuly)", pak j e možno napsat 

Ce.z. ex,r 
b 1 s -- b2 ••• -b 

<X,1 0<,f r 

Vektor ~b1 je tedy lineá rní kombinací vektorů b2
, ••• , b • r 

Oznaěíme-li řádkové vektory matice B b1 , b2 , b
3

, b
4

, pak víme, !e 

b4 „ b2 + Jb3 

a -tudí! že 

Je tady mo!no vytvořit netriviáln _í (tj. s koeficienty , které nejsou všechny 

rovny nule) lineární kombinaci voktorů b1 , ••• , o4 , která je rovna nule, 

a vektory b1 , ••• , b4 
jsou lineárně závislé. 
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Lineární nezávislost je definována jako logický opak ~ineár~í ·závislo-

stis -Vektory b1 , b2 , . ••• . , br jsou lineárně nezávislé ., jestliž-e neexistu- · 

je jejich . netriviální lineární kombinace, která by byla rovna ·nule. • 
' . . 

Hodnost matice mú!eme.po těchto úvahách defi novat také jako maximální 

ipoěet jejich lineárně nezávislýcn řádkŮ ne~~ sloupců. 

Singulární matice 

Ctvercovou matici nazýváme singulární, je - li její determinant roven nu- , 
I 

~e. O matici, její! . determinant je nenulový, mluvÚíle jako o regulární (neain-
gulární). 

Gramianovská matice 

.Je symetrická matice, její! všechny hlavní ·subdetarmi~anty jsou větší 

nebo rovny nule (tzv. pozitivně semidefinitní matice)o 

Hlavními. nazýváme.tyto subdeterminanty s 

8.11 al2 
all 812 8j_3 

81.1 ' a.21 a22 8.23 , .. " ' IAI 
a21 a22 8

31 a32 .,. a.33 

O tomto typu matic se zmiňujeme proto, !e k němu pa.tři všechny korelaě- · 

ní •ati ce s jedniěkarai v hlavni diagonále. Odhady komunalit, které za . jedniě­

ky dosazujeme při extrakci apoleěných faktor~, jsou pokládá ny za vhodné jen 

tehdy, když je tato vlastnost zachována. 

Inverzní matice 

Ve faktorové analýze se ČaQto používá. tzv. in verze fi!aťic . Je -U ětveTco­

vá matice A regulární, tj. je-li I A I 'Í O , pak k ni existuje (rovně!· regu­

lární) inverzní matice A-l s touto vlastnos t i, 

l -1 A A- • A A • I 

(kde I je jednotková matice ) . 
. -1 

Matici A ·urěíme takto: 

All A21 •• o Anl 

-1 l A12 A22 o•~ An2 A • rn 
.,,. . . • • • . • . C 

Aln A2n A ... nn 
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A! .na dělitel I Al tedy prvky inverzní matice odpovídají doplĎlrum symetric­

kých prvlru p~vodni matice. Oznaěíme-li obecný prvek aatice A-l symbolem ajk, 

je 

IA I 

Hledejme např. inverzní matici k matici 

'\ 

Vim& ul, že J A I • -le Ted musúie postupně apočitat jednotlivé doplĎkys 

All • 
l o 
2 1 

A21 a -
3 l 

2 l 

A31 • 
J 11 
l ol 

H~žeme tedy psát, 

-1 A a 
1 

(-1) 

• l A • -12 

Ill -1 A22 • 

• -1 A32 :s 

l -1 -1 

l -2 -1 

-6 8 5 

1: 

• 

-1 

4 

~ 
4 

l 

2 

-1 

~, • l 

Ill -2 · 

1 • :-1 
o 

-1 1 1 

-1 2 1 

6 -8 -5 

'-iJ. 1-~ l 

2 

. -I 2 3 
A23 

4 2 

A . • 2 3 
33 - 1 l 

„ -6 

„ 8 

• 5 

(Přesvědate ee sami o správnosti výpočtu z_násobenút matice A matici A-l zpra­

va i dna.) 

Inverzní matice lc s.ouěinu dvou matic 

Pro regulární ětvercové matice Ai B platí 

(AB)-1 „ 5-1 ~-1 
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Výsledk;y cvičení 

(Pokud není řešení uvedeno, . je odpověa . na otázk u přímo obsaiena v ·t ext u
0

) 

Str. 10 

·1. Předpoklad kvalitativní identity a předpoklad uniyerzálnosti vlastnosti. 

(Při obecnějií formulaci je ·prvni předpoklad ob.sden v dr uhém. ) 

2o Ano, jako "kusy ovoce" . (Uvalte analogii s bodovým systémem ekÓrováni 

testdt ) 

5. Ano. 

Str; 17 

1. r • 0,505. 

4. r • o. 

6. Korelaěni koeficient by byl iáporný, protole součet známek vyjadřuje ne­

prospěch. 

7. Korelace by byla přibli!ně nulová . 

Str. 20 

1. Body grafu le!i na přímce y • Xo 

2. Ráznost - ukázněnosti r a -O,l?; ráznost · - odvaha.s r = O,~; ráz1:oat - nH­

nosts r = ·-0,00; ukázněnost - odvaha.ar a -0,06; ukázněnost - ně!nosta 

r u 0,061 odvaha. - nělnost, 1· a: -0,04. 

3. &í, u 0,949; &2 „ 0,632; a.3 = 0,316 •. 

Str. 27 

3. Záporné ·standardní skóre znamená, !e dotyaný jedinec je po~ prfuaěrem nor -

mativní akupiný. 

4. Nejvíce se zaýliae u jedinc~, kteří mají v de ých testech nejnilěí a nej­

vyHi skóre. 
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C 

Str. 30 

' 1. rjk • aj1'\:1 + ajlak:2; 

• • o ~ • • • • • • • • • • • • • • • • • • • • 

0,6 , .. 0,42 2. rjk • a.jlakl; _ např. rl2 = 0,7 . ' 
rl3 • 0,7 • O,) .. 0,21 

(V díagÓnále tímto zp~sobem vypo~itáme ovšem pouze komu.nality.) 

3. Závisí na faktorových zátělich daných dvou testů a na korelacích mezi 

vi@mi faktory. 

Str. 3'L_ 
2 2 

1. aj• aj~+ ajlaj2rFlF2 + 

-2 
+ aj2ajlrF F + aj2 + 

· 2 1 

••• 

••• 

••o••••••oo••••••••• 
. ·2 

+ ajmajlrFmFl+ ajaaj2rF•F2 + ••• + ajm 

3. rll • 0,3 2 
+ 0,1

2 
c 0,09 + 0,49 a Op58 ~ hi 

\ 

r
12

' • 0,3. 0,6 + ·o,7. 0,4 • 0,18 + 0,28 • 0,45 atd. 

-4. Specifické a cb_ybové faktory nemají na kore.lace mezi testy vliv • 

. str. l§ 

.1. Js-li temt sycen jediným fa.którem. 

2„ r jF a: hj~coa oc. jF • hJ°~• OG jF; to je kolmý pr~ět testu na faktor, který 

máae definován jako korolaci testu s faktoram9 

3. r • 0;42. 

5. Je aolno vyjít z ·raktorov, aatic• se dviaa apole!nými faktory, kde jsou 

vie~bny komunality rovny jedné nebo ir; faktor~vé aa.tice a jediným spoleaným 

faktore•, kdo jediný test mA komu.nalitu ni!ši ne! jed.na9 
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2. V nejistém urěení kososti, v malém poětu 

faktor~ vyáiiéh řád~. 

' 
faktori\ a ve velké abstraktnosti 

3. Protole jsou syceny tými! faktory vyšiiho řadu. 

4. Cáati variance faktorll 1. řádu/ které nelze při~íst faktorům 2. řádu. 
.... 

• 
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